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1. Introduction

The first nuclear magnetic resonance (NMR) spectrum of a protein was published some 40 years
ago [1] and ever since, NMR of biological macromolecules has been a growing field in research
and applications [2]. The capability to observe signals from individual atoms in complex biologi-
cal macromolecules in solution makes possible the measurements of parameters that can be ana-
lysed in terms of molecular structure, conformation and dynamics. Complete assignments of
signals in a NMR spectrum to individual atoms in the molecule are a prerequisite for such stud-
ies; a problem that cannot generally be solved on the basis of one-dimensional (1D) NMR spec-
tra. Only the application of two-dimensional (2D) NMR spectroscopy [3, 4] which spreads
signals into two frequency dimensions allowed the development of a general strategy for the
assignment of proton signals in protein spectra using two types of 2D spectra [5-*H, f[-

COSY spectra [3, 4] protons are correlated which are separated by up to three chemical bonds. In
[*H, H]-NOESY spectra [8, 9] correlations between protons which are closer than 0.5 nm
through space are detected. The combination of these two techniques allows the assignment of
most proton NMR signals to individual protons in small proteins [6, 10, 11]. In a further step all
distances obtainable from NOESY spectra provide the data for the calculation of protein struc-
tures [12, 13]. These relatively simple techniques allow the determination of structures of pro-
teins with a molecular weight up to 10 kDa whereas for larger proteins extensive signal overlap
and increasing resonance linewidths prevent complete assignments of all signals. This barrier can
be overcome with three-dimensional (3D) NMR techniques [14] and unifofi@yand 1°N

labelled proteins. With these methods, systems with molecular weights up to 30 kDa can be stud-
ied. However, not only overlapping signals limit the size of the macromolecules that can be inves-
tigated, in addition faster relaxation of the signals with increasing molecular weight leads to a
substantial sensitivity loss of experiments. The molecular weight limit can be increased to about
50 kDa using deuteration of the protein to reduce relaxation. Simultaneously with the methodo-
logical developments, technical advances revolutionized the design of NMR spectrometers mak-
ing it possible to implement the complex experimental schemes needed for multidimensional
NMR experiments. The increased complexity of the instrumentation has been more and more
hidden from the user by a complex software control which allows the selection of all modes of
operation from a software interface.

In parallel to the methodological and technical developments NMR has become an accepted tool
in structural biology and investigations of structure and dynamics of biological macromolecules
by NMR are established techniques. The rapid expansion of NMR techniques for applications to
biological macromolecules increases the number of interested users with little technical back-
ground in NMR spectroscopy. These newcomers find it increasingly difficult to follow and make
use of the myriads of NMR experiments available today. Applications and theoretical foundation
of biomolecular NMR are described in many excellent boakg.[L5-27], however, often only a

few experimental schemes are discussed and the common features of different pulse sequences
are not always made transparent. In addition important technical details of experimental imple-
mentations are either not discussed or may be missed in the overwhelming amount of informa-
tion. This review is intended to address the need for an introduction to general technical and
methodological aspects of modern NMR experiments with biological macromolecules to these
newcomers. The basis for this presentation are not complete experimental schemes which change
rather rapidly, but the underlying basic technical methods and the basic segments from which
individual experiments are constructed and which change much more slowly. The understanding
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of the basic segments is the basis for clarifying the functioning of existing and newly developed
experiments and to assist the reader in making his own adjustments to experiments or even in
developing new methods.

This review was written with a reader in mind who is interested in technical and methodological
aspects of NMR with macromolecules in solution, who has had first contact with spectra of pro-
teins in one and two dimensions and knows the principles of their analysis. In addition knowl-
edge of the product operator formalism [28] is an advantage since the discussion of the basic
segments requires the application of this formalism. This text should help such readers to quickly
become familiar with the technicalities of multidimensional NMR experiments.

The main text starts with Section 2 where some theoretical aspects are briefly discussed, followed
by an introduction of technical principles starting with radiofrequency pulses and ending with
multidimensional NMR and data processing. Not only in this section but throughout the text
mathematics is kept to the minimum necessary for the presentation of the technical aspects of
NMR spectroscopy. Section 3 introduces those parts of a modern NMR spectrometer which criti-
cally influence the performance of NMR experiments. Section 4 concentrates on the basic exper-
imental segments from which most of the vast number of experiments available today are
constructed. Section 5 discusses hydration studies with NMR and serves two purposes. Firstly, it
gives examples of experiments using the segments introduced in Section 4 and the principles dis-
cussed in Section 2. Secondly, it introduces the technical aspects of a very interesting
application of NMR which allows detailed studies of individual water molecules in the hydration
shell of a protein.
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2. Basic Principles

2.1 Theoretical aspects

This section presents some basic theoretical aspects of NMR which are relevant for a technical
discussion of the principles and experimental procedures used when studying biological macro-
molecules in solution by NMR. A rigorous discussion of the theoretical foundation of NMR can
be found in many textbook®[g.16, 19, 24, 26, 29]. Only a very limited theoretical foundation is
necessary for the technically oriented discussion of NMR methods in the following sections. The
concept of energy levels, the Bloch equations and the product operator formalism are sufficient in
most cases. NMR is intimately related with frequencies and to obtain a clear distinction between
angular frequencies with units rad/s and technical frequencies in Hertz (Hz) the symtiof3

are used for the former andor the latter.

The basis of all NMR experiments is the nuclear spin which can be interpreted as a magnetic
moment. A spir% nucleus in this view forms a small dipole. This dipole orients either pacallel (
state) or antiparalle[}state) to a magnetic field leading to a small energy differéiebetween

the two states

nE= N B, = hy, 2.1)

where B, is a large externally applied homogeneous magnetic fields Planck’s constant
(h = h/(2m)), andy the gyromagnetic ratio which is a property of the nucleus and can have a

Table 1
Properties of selected nuclei

Nudeus  spin Y TU0raT9) o SRS 00 ondive
Iy : 26.75196 99.985 1.00
H 1 4.106625 0.015 9.65 19
3 3 28.53495 - 1.21
13¢ : 6.72828 1.108 1.59072
N 1 1.93378 99.634 1.010°°
15y 3 ~2.71262 0.366 1.080°3
170 3 ~3.6281 0.037 2.92072
19 3 25.18147 100.00 0.83
31p : 10.8394 100.00 6.6102

Ty: gyromagnetic ratioy w(2m)
8 For an equal number of nuclei relative to protons
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positive or a negative value. Table 1 lists the gyromagnetic ratio and some other properties of
nuclei important in NMR of biological macromolecules. From the two states of a dipole the
state is energetically slightly more favourable and thus possesses a higher population fhan the
state. Transitions between adjacent energy levels can be induced by small additional magnetic
fields perpendicular t8, which oscillate with a frequency,, fulfilling the resonance condition

Vo= AE/h. The frequency,, typically lies in the radio-frequency range and is often referred to as
Larmor frequency. In the equilibrium state the Boltzmann distribution favours the lower energy
states. Thus, the sum of all contributing nuclear magnetic moments of the individual nuclei leads
to a resulting macroscopic magnetizatidhalong the homogeneous external fi@dg In the
framework of classical physics the behaviour of this magnetization under the action of time
dependent magnetic fields can be described by the Bloch equations [30]. Because the spin is a
guantum mechanical phenomenon this description has a very limited scope, but it proves very
useful for the description of single resonance lines under the action of radio-frequBrmyl¢es

and thus for the characterization of the effeaff glulses.

2.1.1 Magnetization, precession and Bloch equations

In a classical description the macroscopic magnetizatlameated by the spins is described by a
vectorM parallel to the magnetic field vect&;. M is forced to move away from the direction of
B, by an additional linearly polarized magnetic fi@dd perpendicular tdB,. B; must fulfil the
resonance condition and oscillate with the resonance frequgndyhe magnetization vectdd
precesses about the resulting magnetic field B+ B with an angular velocity weqtoint-

ing in the opposite direction and the components as described in Eq. (2.2)

W= -yB =-y(2B, cos(2wyt + @), 2By sin(2w,t + ), By) (2.2)

wherew = (w,, Wy, 1), By is chosen along theaxis andp describes the angle between thexis
andB;. The magnetic field@; is often applied only for short time periods as radio-frequemniy (
pulses. The discussion of the motion of the magnetization védtor space due taf pulses is
usually based on a rotating frame of reference which has the zarig along the static magnetic
field B, as the laboratory frame but rotates aroundzhgis with a frequency which is often cho-
sen equal to the resonance frequengyin this rotating frame of reference the relevant compo-
nent of the applied oscillating fielB;, appears static making the discussion and visualization
much easier. To fulfil the physical requirement that the magnetization vitteaturns to its
equilibrium position in a finite period of time after a disturbance, a longitudinal relaxation time
T, (spin-lattice relaxation) is introduced. The loss of coherent precession is described by a trans-
verse relaxation tim&, (spin-spin relaxation). The motion of the magnetization vebtarnder

the action of the magnetic fiel and hence unden can be described by the Bloch equations
[30]. These equations are presented in the Appendix for further reference.

In the rotating frame wher8; becomes static the main magnetic fi@lg vanishes for nuclei
with resonance frequenay,. Hence, Eq. (2.2) in this rotating frame contains only a transverse

componenw = —y(B4, 0, 0) withB; chosen along th& axis. Consequentli¥l precesses by an
anglep around the magnetic fieB} applied as a pulse for the short duration

B =BT (2.3)

wheref is called the flip angle of the pulse. The flip angle is often indicated in degrees, for exam-

-8-
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ple during a 98 pulseM can precess from theaxis to thex axis. The angl@ depends oy and

is negative for positivey values such as for protons (Table 1). For posifealues a magnetic
field B, pointing along the positiv& axis turnsM towards the negative axis. AB; field along

the +y axis turngV towards the x axis [16, 31]. When applying & pulse with a frequency dif-
fering fromv,, the action of thef pulse becomes more complex as described in the Appendix. A
situation often referred to as non-ideal behaviour offtipellses or as off-resonance effects.

The oscillating magnetic fieldB cos(w,st) used for excitation is linearly polarized in the labora-

tory frame. The transformation into the rotating frame can best be followed when this is thought
of as a superposition of two counter-rotating, circular polarized fields with an amplBude
When transforming into the rotating frame one component matches the Larmor frequency
whereas the other oscillates at twice the Larmor frequency and does not fulfil the resonance con-
dition. Bloch and Siegert [32] calculated the effect of the non-resonant field and found that it
slightly shifts the frequency of the observed resonance lines away from the disturbing field by the
small amounvg= (y Bl)zlAv wherey =y/(2m) andAv stands for twice the resonance frequency.
The Bloch-Siegert shift is small and amounts for example to 0.5 Hz for a frequency of 600 MHz
during arf pulse with duratiort of 10 us and a flip angle of  (Eq. (2.3) or @0The shift disap-

pears as soon & is switch off. An effect similar to the Bloch-Siegert shift occurs whenewér a

field is applied with a frequenciv off-resonance for the nuclear spins. First described by Ram-
sey [33] it is still very often referred to as Bloch-Siegert effect. To better distinguish it from the
effect due to the counter rotating field the term "non-resonant effect" was introduced [34]. Since
this additional field may be rather strong and close to the resonance frequency this effect can
become quite large and should be compensated by adequate means [35] (Section 2.2.1).

2.1.2 Operators, coherence, and product operator formalism

The description of NMR experiments by the Bloch equations and by magnetization vectors in the
rotating frame has rather significant limitations particularly for the description of multipulse
experiments. On the other hand, a full quantum mechanical treatment which describes the state of
the system by calculation of the time evolution of the density operator under the action of the
appropriate Hamiltonian can be rather cumbersome. In a quantum mechanical description a
pulse applied to the equilibrium state creates a coherent superposition of eigenstates which differ
in their magnetic quantum number by one, often simply referred to as a coherence. In more com-
plex experiments the magnetic quantum numbers between states may differ by qdiffierent

from one, leading to @ quantum coherence with at leagtspins involved. However only in-

phase single quantum coherences (Table 2) are observable and correspond to the classical mag-
netization detected during the acquisition of an NMR experiment. Multiple quantum coherences
cannot directly be observed but they influence the spin state and this information can be trans-
ferred to observable magnetization.

In a step towards a full quantum mechanical treatment the product operator formalism fér spin
nuclei was introduced [28]. In this approach it is assumed that there is no relaxation and that the
difference in the resonance frequenky of two nuclei is much larger than their mutual scalar
couplingJ; this situation is often referred to as weak spin-spin coupling whereas strong spin-spin
coupling specifies the case whexe is close to or even smaller thanWith these assumptions
simple rules can be calculated which describe the evolution of spin operators under the action of
chemical shiftJ coupling andf pulses. The formalism combines the exact quantum mechanical
treatment with an illustrative classical interpretation and is the basis for the development of many

-9-
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NMR experiments. However, some parts of experimental schemes, for example TOCSY
sequences (Section 4.2.1), can only be described with a full gquantum mechanical treatment. Cal-
culations with the formalism are not difficult, but many terms may have to be treated and imple-
mentations of the formalism within computer programs are very helpful in such situations [36,
37]. Although most of the experiments applied in biomolecular NMR correlate three or more
spins, the majority of interactions can still be understood based on an analysis of two spins. For
two spinsl and S the operator basis for the formalism contains 16 elements. Two sets of basis
operator, cartesian and shift operators, have proven very useful for the description of experimen-
tal schemes and are used in parallel. The two basis sets and the nomenclature used to characterize
individual states are summarized in Table 2 [28].

Table 2
Product operator basis for a two spin system
cartesian operator basis nomenclature shift operator basis
1,,S longitudinal magnetization l,,S
o lys S § in-phase transverse magnetization *,1., s, s
2I,S,, 2I,S, anti-phasé spin magnetization 2I'S,, 2rs,

284,, 28/, anti-phases spin magnetization 251, 2S1,
2L,S, 2,8, 2,S,, 21,8, two spin coherence 21*s, 2I's, 2I'S, 2r's
21,5, longitudinal two spin order 21,5,

E unity operator E

The operators, andS, are identical in the two basis sets and a simple relationship exists between
the two other cartesian and shift operators:

=" +17) /2 " =ily (2.4)
ly=-(1" =17 /2 I~ =1y —ily

Three operators, which represent the action of the Hamiltonians for chemical shift, scalar cou-
pling andrf pulse, act on these basis operators and may transform them into other operators
within the basis set. In this way the spin states created during a NMR experiment can be
described and the observable magnetization calculated. The operator formalism can be summa-
rized by simple rules [28] which are listed for both basis systems in the Appendix for further ref-
erence. Operators transform individually under these rules even in products of operators except
for anti-phase terms which have to be considered as a unit and transformed accordingly, however,
they can be treated consecutively when different couplings to the same nucleus exist.

The cartesian operators transform more easily under pulses and their single operators have a
direct classical interpretation as magnetization vectors. The shift basis provides a useful alterna-
tive for the description of the evolution due to chemical shift and/or the influence of magnetic
field gradients (Section 2.3) and is better suited for the description of coherence orders and coher-
ence pathways (Fig. 1). Their single operators describe a transition fromtthéhep state,l”,

-10-



Gerhard Wider: Technical aspects of NMR spectroscopy with biological macromolecules ....

or from thep to thea state,I”. Hence shift product operators are uniquely associated with one
coherence order, for exampléS' describes only double quantum coherence (DQC), whereas
the cartesian product operator may be associated with several coherence orders, for example
21, S, describes a linear combination of both DQC and zero quantum coherence (ZQC). The car-
tesianx andy components of a multiple quantum coherence are given by linear combinations of
the shift or cartesian operators. For example, the ZQCs and DQCs of a two spin system can be
described as follows

(ZQC) = (2,§+ 2,5) = (I'S +17S")
(DQC) = (2,5-2,S) = (I"S"+17S) (2.5)
(ZQC), = (2§ - 21,5) = i(I"S -1"S")
(DQC), = (2§ + 21,S) =-i(I"S" -1"S)

On the basis of the operator formalism the selection of particular states using phase cydiing of
pulses in a NMR experiment can be rationalized. Coherences present in a experiment can be clas-
sified into their different orders or coherence levels which can be represented in a pictorial way
(Fig. 1) to visualize the coherence transfer pathways in a experimental scheme [38, 39]. The

Fig. 1. Coherence level diagram. The coherence lgvel® formally represented by products of the shift
operators ™ and |~ which are conserved during periods of free evolution. The application of radio-fre-
quency pulses may transfer coherences from one order (level) to another. The positions of three pulses are
indicated in the figure by vertical arrows labelldg, rf, andrfs. Thick lines represent the coherence path-

way starting at the equilibrium statp£0) passing through single quantum coherences after the first pulse
(Ip|=1), reaching double quantum coherences after the second mits@)(pnd ending as observable
magnetizationg=-1) after the third pulse. Only single quantum coherengs {) can be observed. The
spectrometer detects only one of these two coherence levels which is usually assumed-td @8] and

hence all other coherence orders after the third pulse cannot be detected and therefore are not drawn. Thin
lines indicate alternative pathways which have to be suppressed if only the pathway indicated by thick
lines should contribute to the signal measured at the end of the sequence.

order of coherencp corresponds to the changen the magnetic quantum number between the

two connected states [28]. Hence focoupled spins the maximal coherence level that can be
reached im. Free precession conserves the coherence order whereas pulses may cause coher-
ences to be transferred from one order to another (Fig. 1). The sensitivity of a coherence to the
phase of anf pulse is proportional to its order,qaquantum coherence will experience a phase

shift Ag of anrf pulse a-gA@. If the pulse results in a change in the coherence ordé&ppthe
corresponding phase shift experienced by the affected coherence wiligdgp—Proper phase

cycling of consecutivef pulses allows for selection of a specific succession of coherence levels
that define a coherence pathway (Fig. 1). The concept of coherence transfer pathways clarifies the

-11-
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role of phase cycling in NMR experiments and describes their action with a simple set of rules
[21, 24, 38, 40]. A particularf pulse can be designed to select a certain difference in coherence
orderAp+nN(n=0, 1, 2, ..,) with a phase cycle comprisiNgphase stepAg of the same size
equal to 36&/N. TheN signals obtained must be summed together with the proper receiver phase
—kA@Ap to compensate for the phase change experienced by the cohdetalaes on values {0,

1, 2, 3, ...}. An example for the design of a phase cycle using this recipe is given in Section 4.2.1
with the discussion of the double quantum filter. A detailed discussion of phase cycling can be
found in most textbooks on NMR.[g. 16, 21, 24, 26].

2.1.3 Descriptive representations of experimental schemes

An NMR experiment can be graphically described to a limited extent based on a classical physi-
cal model using populations and magnetization vectors in the rotating frame or based on quantum
mechanical principles using the product operator formalism. Both descriptions find widespread
applications for the discussion and development of NMR experiments. The different representa-
tions are discussed on the basis of the scheme shown in Fig. 2. The application of this experiment

y X
a I
SR
i

Fig. 2. Sketch of the experimental scheme used for the discussion of different representations shown in Fig
3. The black narrow bars indicate @@ pulses, five time points on the time axiare denoted by the letters

a, b, ¢, d and e. The pulses applied on-resonance to the two species of nuateiSare indicated on the

lines marked with the corresponding letters, a particular pulse acts only on one nuclear species. The scalar
coupling between the two spins ds The two pulses applied on spinare separated by the time period
(2J)~L. The phases of the pulses are indicated with x or y at the top of the pulses, where x or y stand for
the application of th&, field in the rotating frame along the positivery axis, respectively.

to a system of two scalar coupled splrendSis described with four different representations in

Fig. 3 for each of the five time points a to e. Fig. 3 represents energy level diagrams (E), the
observable spectra (S), magnetization vector diagrams (V) and the notation in the product opera-
tor formalism (O) showing the cartesian and the shift operator basis. In Fig. 3IspnkS are
assumed to be proton and carbon nuclei, respectively, with the size of representative vectors pro-
portional to the corresponding populations. But qualitatively the figure applies to all nuclei with
spin% and positive gyromagnetic ratio.

The experiment in Fig. 2 starts at time point a in thermal equilibrium (Fig. 3) where the popula-
tions on the upper Pand the lower energy level Bcross a transition fulfil the Boltzmann distri-
bution (Eqg. (2.6)). BecaustE in Eqg. (2.1) is typically much smaller th&T we can approximate

this exponential distribution by the first term in a Taylor expansion

PP = exp(-RE )01 -AE =1 YNE (2.6)

-12-
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Fig. 3. Different representations used for the description of NMR experiments illustrated for the experi-
mental scheme shown in Fig. 2 using a two spin system consisting of a prptord(a carbonS) nucleus

with a scalar coupling>0. The representations are qualitatively valid for all spins with a positive gyro-
magnetic value (Egs. (2.2) and (2.6)). The labels a, b, ¢, d and e refer to the different time points indicated
in Fig. 2. Four different representations are indicated. E: energy level diagrams, S: sketch of the observable
spectrum, V: vector diagram and O: product operator formalism in the cartesian and in the shift operator
basis. In E the spin statesand[3 associated with each energy level are indicated with the first character
representing the proton spin and the second the carbon spin. The polarizations are indidteiHthe
corresponding nucleus indicated as a subscript, the superscript plus or minus signs refer to the sign of the
corresponding frequency of the components after excitation in the rotating frame (compare V). The popu-
lations of individual energy levels are normalized to one and deviations are given in urdtsvioh

5=y, hBy(kT) (Eg. (2.6)) wherey, is the gyromagnetic ratio for carbons. The ratio of 4 betweerythe
values of protons and carbons was used to represent populations. The coherences evolving after excitation
have a "direction" (arrows) [16] and are labelled x and y for x and y phase, respectively. In the schematic
stick spectra S the transitions are labelled according to the numbers of the connected energy levels. The
spectra in S and the rotating frame in V are at the proton frequency at the time points a, b and c, at the pro-
ton and carbon frequency at time point d and at the carbon frequency at time point e. The Meictdfs

are labelled with the same conventions as the polarizations in E. In the product operator representation the
naturalS spin magnetization is indicated by the oper&or

wherek is Boltzmann’s constant anfithe absolute temperature. With Eq. (2.1) the energies E
E,, Es, and g of the four different energy levels in the system can be calculated

El = h(—\)| —Vg+ J/2)/2
E2 = h(—V| + Vg— J/2)/2 (27)
E3 = h( V| —VS—J/Z)/Z
Es=h(v, +vg+J3/2)/2

wherev, andvg stand for the resonance frequencies oflthedSnuclei, respectively. The reso-
nance frequencies of nuclei with positive gyromagnetic ratsoich as protons and carbons are
negative (Eq. (2.2)) and, hendg, becomes the highest ar} the lowest energy (Fig. 3). For
nuclei with a positivey value thea state (spir‘% ) has lower energy than fhetate (spin % ). The
polarizationsM," and M,~ are proportional to the energy differenceg«E,) and Ez-E;),

respectively, and they determine the intensity of the corresponding transitions 2<-->4 (24) and

1<-->3 (13). The consistent use of signs and transformation properties as presented in Fig. 3 may
seem not to be of great importance and, indeed, has very often no direct experimental conse-
guences. But there are situations where inconsistencies occur and the interpretation of data

becomes confusing or wrong [31, 41].

Apart from the consistent illustration of different representations for the description of a NMR

experiment, Fig. 3 demonstrates that the scheme shown in Fig. 2 transfers polarization from pro-

ton to carbon spins. At time point d the proton polarizafin is inverted. As a consequence the

populations across the carbon transitions 12 and 34 acquire a larger difference than at thermal
equilibrium at time point a and, hence, the experimental scheme allows measurement of carbon
spectra with higher sensitivity. Such polarization transfer experiments are extremely important in

heteronuclear NMR experiments and are further discussed in Section 4.2.3.

-14-
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2.1.4 Relaxation

Relaxation processes re-establish an equilibrium distribution of spin properties after a perturba-
tion. After a disturbance, the non-equilibrium state decays in the simplest case exponentially
characterized by the spin-lattice relaxation tie Re-establishing thermal equilibrium requires
changes in the population distribution of the spin states and lowers the energy of the spin system.
Thus, it involves energy transfer from the spin system to its surroundings which is usually
referred to as the lattice. Microscopically, relaxation is caused by fluctuating magnetic fields.
Dynamical processes such as atomic or molecular motion produce fluctuating dipolar interac-
tions and facilitate spin-lattice relaxation. The efficiency of the relaxation process depends on the
extent of the overlap between the frequency spectrum of the motional process and the relevant
resonance frequencies. This overlap is described by the spectral density fuf@)idBincel(w)

is the Fourier transform of the time correlation function describing the motion, its functional
form depends on the mechanism of motion. An exponential correlation function with correlation
time 1. results in the spectral density function [16, 24, 29]

2 T
5 1+wt?
Fig. 4 shows a plot 0§(w) as a function of the frequenay for the three correlation times. of

5ns, 10 ns and 20 ns. These correlation times represent the motion of small, medium and large
globular proteins in solution. In addition Fig. 4 illustrates that low frequency motions are espe-

J(w) = (2.8)

J(w) A

-9
[10 Sé T.=20ns
4 T.=10ns
To=5ns
O I I I I I I I I I I >
0.001 0.01 0102 051 2 5 [10°rad/s]
0.16 1.6 16 32 80 160 320 800 Vv [MHZ]

Fig. 4. Plot of the spectral density functid(w) (Eq. (2.8) versus the frequenayon a logarithmic scale.
Three correlation times 5 ns, 10 ns and 20 ns are indicated which represent small, medium and large pro-
teins. The frequency scale is given in units of rad/s and in MHz.

cially effective in NMR relaxation processes for proteins. Using the concept of spectral density
functions the different behaviour of longitudinal relaxation and relaxation of transverse magneti-
zation can be rationalized. When considering only relaxation due to fluctuating dipolar interac-
tions caused by stochastic motion, the relaxation qué is proportional toJ(w,) since only
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stochastic magnetic fields in the transverse plane at the resonance fregyemeyable to inter-

act with the transverse magnetization components bringing them backzaxie For frequen-

cies larger than 25 MHz the valueXw,) decrease for the three increasing valuestof
represented in Fig. 4. The longitudinal relaxation times, therefore, increase for increasing molec-
ular weight of the protein. For very small molecules with very smgalthe valuesi(w,) get
smaller again leading to an increaselgfcompared to the value forg of 5 ns (Eq. (2.8). The
minimum T, value is obtained whem,t; =1, e.g.at 600 MHz for at; of 0.26 ns. Transverse
relaxation shows a different dependence on the molecular weight of the moléguédaxation

not only depends od(w,) but also onJ(0) since thezcomponents of stochastic magnetic fields
(zero frequency) reduce the phase coherence of transverse magnetization components which con-
sequently sum up to a smaller macroscopic magnetization. S{@¢anonotonously increases

with increasing correlation times (Eq. (2.8), Fig. B) decreases monotonously with increasing
molecular weight. ShofT, values reduce the performance of NMR experiments with large mole-
cules. However, relaxation depends not only on the size of a molecule but also on its internal
motions. Two molecules with the same molecular weight may show quite different relaxation
behaviour depending on their particular internal motions.

2.1.5 Through-bond correlations

The magnetic dipole-dipole interaction describes the effect of the local magnetic fields associated
with the magnetic moments of surrounding nuclei. Two mechanism contribute to this effect: the
"direct” (through-space) coupling and the "indirect" spin-spin couplingj@upling transmitted

via polarization of bonding electrons. The complete analysis of protein spectra is based on inter-
actions between different spins, either mediated by electrons in through-bond correlations or by
direct interactions through space. Through-bond correlations group individual spins into spin
systems [15] which are characteristic for individual amino acids. In proteins couplings over more
than three chemical bonds are usually not observed. Consequently only spin systems for amino
acid types can be obtained for unlabelled3 labelled proteins but the sequential arrangement

of these spin systems relies on through-space correlations [5, 6] which may be ambiguous for
larger proteins. The efficiency of through-bond correlations depends on the size of the coupling
constants involved. Heteronuclear coupling constants often are much larger than proton-proton
couplings (Fig. Sg. The use of heteronuclear coupling constants requires the protein to be labelled
with 1°N and/or3C isotopes. With3C, 1N doubly labelled proteins spin systems of individual
amino acid residues can be connectedJ couplings across the peptide bond. Based on hetero-
nuclear couplings a complete assignment can be obtained from through-bond correlations alone.
Fig. 5 summarizes some typical coupling constants found for nuclei in proteins. A wide range of
experiments for the determination of homo- and heteronuclear scalar coupling constants in pro-
teins exist. An excellent survey of these methods can be found in a recent review [42].

Two principally different mechanisms for the through-bond correlation of spins are used. Either
individual spin pairs are correlated or all spins in a spin systems interact simultaneously. The first
case is often referred to as a COSY-type and the second as TOCSY-type correlation. TOCSY
stands for total correlation spectroscopy [43] also known under the acronym HOHAHA for
homonuclear Hartmann-Hahn transfer [44]. Both types of correlation can transfer magnetization
between two nuclei. Thus the sensitivity of a nucleus can be enhanced when the experiment starts
with the polarization of a nucleus of a different species with a higher gyromagnetic ratio (Fig. 2
and Fig. 3). Polarization transfer based on a COSY-type sequence was given the acronym INEPT
[45] which stands for insensitive nuclei enhanced by polarization transfer. Polarization transfer
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Fig. 5. Typical absolute values for coupling constants and their range in Hertz. If the variation is less than
10% of the maximal value single average values are given otherwise the range is indicated by the maximal
and the minimal value. One bond coupling constants are written along the bond, for multiple bond cou-
pling constants a line drawn along the chemical bonds connects the two coupled nuclei.

based on a TOCSY-type sequence usually is referred to as HEHAHA (heteronuclear Hartmann-
Hahn) experiment (Section 4.2.3).

The COSY-type correlation can easily be rationalized using the product operator formalism for
two scalar coupled spifsandS (Eg. (A.2.2) in the Appendix). Transvergmagnetization will
evolve into anti-phase magnetization of the forlgS2due to scalar coupling. A 80f pulse with
phasey on both spins transforms this operator product intg52which can evolve into the
observable operat®, The crucial element in a COSY-type transfer is th& 8Qulse acting on

an anti-phase state. If the two nuclei belong to two different nuclear species the polarization
transfer from spirl to spinS (Fig. 3) will change the sensitivity of the spin S spin by the ratio
Y,/ Yg of the gyromagnetic ratios.

In a homonuclear TOCSY-type transfer a strohfield is applied to one nuclear species. Viewed

in the rotating frame this field locks the spins along the axis it is applied. In this spin-locked state
individual precession arouns, is suppressed and replaced by a collective precession with the
frequency of the applied field. Without their characteristic precession frequencies the spins lose
their individuality and can no longer be distinguished and behave as part of a strongly coupled
spin system. The product operator formalism cannot describe such a state and an analysis is only
possible using a quantum mechanical treatment. A homonuclear two spin system with scalar cou-
pling J evolves under spin-locking for a perigg from the staté, as follows [43]:

ly ----> Iy [1 + cos(2Ut)])/2 + S [1 — cos(2UTy))/2 + [IyS, —1,§] sin(2rdtyy) (2.9)
For 1,,,= (2J,9)~* complete in-phase magnetization transfer frgnio S, will occur. For more
than two coupled spins different coupling constants will govern the transfer and complete trans-

fer from one spin to another is usually not possible. The theoretical evaluation leading to Eq.
(2.9) does not consider offset effectsrbpulses. When the effective fields for two nuclei are not
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aligned (Egs. (A.1.3) and (A.1.4) in the Appendix) the effectiveoupling during the mixing
sequence is reduced resulting in a slower transfer. In addition to magnetization transfer through
bonds TOCSY mixing sequences transfer magnetization through space as discussed in the next
section. This pathway requires special attention only for very sensitive nuclei such as protons and
can safely be neglected for all other nuclei. Detailed descriptions of the foundations of the
TOCSY experiment can be found in literature with both experimental [46] and theoretical treat-
ments [43, 47].

In the more general case of the heteronuclear TOCSY, magnetization is transferred between
nuclei of different species. In this situation twidieldsB,, andB, g at two different nuclear reso-
nance frequencies have to be applied, i{h= y,wy andB; 5= ysws. As in the HOHAHA exper-

iments the spins must experience the same magnetic field strength to loose their individuality and
to form a strongly coupled system. SettiBg, andB, g equal one obtains the well known Hart-
mann-Hahn condition [16, 19, 48] which must be fulfilled to obtain a heteronuclear TOCSY
transfer:

Yi0) = YsWs (2.10)

If for examplel stands for a proton ar@for a*°N nucleus the lockingf field applied to'>N has

to be almost ten times larger than the one applied to protons (Table 1). Based on a quantum
mechanical treatment the transformation properties of the opéaiba heteronuclear two-spin
system submitted to a HEHAHA sequence can be formulated in analytical form [16, 24]

ly --->1y [1 + cos@un))/2 + S [1 — cosU))/2 + [I,S, -1, sin(rur) (2.11)

whereJ stands for the heteronuclear coupling constant between thelsumokS. For a full trans-
fer of the magnetization in a HEHAHA experiment the mixing timemust be 1J;5 which cor-
responds to double the duration compared to the homonuclear transfer (Eq. (2.9)).

2.1.6 Through-space correlations

A nucleus with a spin different from zero generates a magnetic dipolar field proportional to its
magnetic moment. As the molecule tumbles in solution, this field fluctuates and constitutes a
mechanism of relaxation for nearby spins. Since the dipole-dipole interaction involves a pair of
spins, four states can occur for a system with two séins . Due to the double and zero quantum
transitions which are possible in such a system, the longitudinal relaxation process for the two
spinsl andSare coupled [49] and the expectation valués<and <S> describing the magnet-

ization fulfil the equation

d/dt(d > —1g) = -y (<I> —10) —oN(<S>-S) (2.12)
d/di(<S>-§) = PN (SS>-F) —on(<I> o)

wherepy stands for the longitudinal relaxation rate constant of the two dpanslS of the same
nuclear speciesy for the cross relaxation rate constant agadr S, are the equilibrium magnet-
izations. The coupling of the relaxation of the two nuclei will alter the magnetization of one spin
when the other spin is not in its equilibrium state. For example, when the equilibrium Sgisie
selectively disturbed leading to a deviatidB from S, then thel magnetization will change from

I, with a initial rate proportional t@yAS (Eq. (2.12). The following expression can be derived

-18-



Gerhard Wider: Technical aspects of NMR spectroscopy with biological macromolecules ....

for o andpy using two spins of the same species without scalar coupling and with an internu-
clear distance [50]:

on =1 (63(2wy) - 3(0)) (2.13)

pn =1 (00) + 3(ey) + E3(2wy) (2.14)
2.4

= B ok 219

These expressions are valid in the case of isotropic tumbling and dipolar relaxgjioan take

on positive and negative values depending on the value of the spectral density function in Eq.
(2.8) (Fig. 4) and has a zero crossing (Fig. 6). For globular proteins measured at high magnetic
fields oy is negative. For protons K equals 1.42% nmf/s>. For example in a globular protein

with a rotational correlation time of 10 nsy becomes approximately —10or two protons at

a distancer of 0.2 nm andoy =-0.04 5% for r =0.5 nm. Nuclear Overhauser enhancement
(NOE) experiments make use of the cross relaxation between spins and allow detection of nuclei
which are close in space, in practice at a maximal distance of about 0.5 nm for protons in a glob-
ular protein. In a system with more than two spins consecutive cross relaxation can occur leading
to so called spin diffusion [51] where two distant spins exhibit a larger apparent cross relaxation
due to the contributions of the intervening spins. This effect complicates the derivation of dis-
tances from NOE measurements. Since the initial NOE is proportionajtspin diffusion
becomes more important for larger proteins which exhibit a longer rotational correlationtime
(Fig. 6). Practical implementations exploiting cross relaxation use the NOESY segment dis-
cussed in Section 4.2. 2.

Based on the observation of cross relaxation betweandS, states one may expect a similar
effect with transverse magnetization. In general, a net magnetization transfer between transverse
magnetization components does not occur because the spins precess with different frequencies
and the continuously changing phase relationship between the corresponding magnetization vec-
tors prevents the accumulation of a net transfer of magnetization. The situation changes when
different spins are forced to precess at the same frequency by applying arétfietdy With the
individual precession frequencies removed a net transfer can be established which couples the
transverse relaxation process for two spird S In analogy to the calculation afy a cross
relaxation rate constardg, and a relaxation rate constapy, can be obtained [50, 52]:

or= £ (20(0) + (wy) (2.16)
PR= 55 (51(0) + () + 61(2wy) (2.17)

The NOE between spin-locked transverse magnetization components is usually referred to as
NOE in the rotating frame (ROE). Originally the ROE experiment was called CAMELSPIN [53],
but was later renamed ROESY for the two-dimensional ROE experiment [54]. Fig. 6 illustrates
that the cross relaxation ratg, does not have a zero crossing and that for molecules with a cor-
relation timet, larger than 0.05 ngR is larger thanoy. A detailed theoretical derivation of
homonuclear cross relaxation in the rotating frame can be found in an excellent review [52] and a
number of textbookse]g.16, 24, 26, 50].

Since ROE and TOCSY mixing sequences, both use a spin-lock field to suppress the individual
precession frequencies of transverse magnetization components special care is required in the
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Fig. 6. Plot of cross relaxation ratesversus the rotational correlation timgfor a two spin systemo is

given for the NOE in the laboratory frame denoted wat and in the rotating framegg, for two spec-
trometer frequencies: 800 MHz indicated with solid lines and 500 MHz drawn with dotted lines. For these
curves, the scale far on the left hand side of the figure applies. The dashed lines sfandog on a 20-

fold smaller vertical scale shown on the right hand side. On this scale the curves for the two field strength
are indistinguishable. For the calculation the equations (2.8), (2.13), (2.15) and (2.16) were used assuming
two protons with a constant internuclear distance of 0.2 nm.

implementation to separate the two effects (Section 4.2.1). Although there are experimental
implementations which minimize the simultaneous occurrence of both effects, a strict separation
is not possible and both processes can contribute to correlations between scalar coupled nuclei.
Nevertheless ROE and TOCSY type mixing sequences find widespread applications because the
residual interference between them can in many practical cases be distinguished since the two
effects generate signals with different signs.

Both the NOE and ROE enhancements for short mixing times are proportional to the cross relax-
ation rate which for globular proteins is dominated by the spectral density function at zero fre-
quency,J(0), and therefore from Egs. (2.13) and (2.1G) [1—20y. This relation indicates that

the ROE effect builds up signal with increasing mixing time twice as fast and in the opposite
direction from NOE spectra. When results from ROE and NOE spectra are to be directly com-
pared the mixing time for the ROE experiment is often chosen half as long as for the NOE exper-
iment. Both ROE and NOE experiments not only detect cross relaxation but also magnetization
transfer by chemical or conformational exchange. Whereas the sign for the NOE and the ROE
effect may be different this is not the case for exchange contributions which always have opposite
sign compared to the ROE effect. This allows a separation of exchange contributions from NOE
effects.
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2.2 Radio frequency pulses

2.2.1 Rectangular pulses

A NMR experiment consists of a seriesrbifpulses and delays, the pulse sequence, followed by
the measurement of the voltage induced by the resulting magnetizationfical (Section
3.5.1). A delay specifies a time period during which no exterinfld is applied and the nuclear

spin states evolve due to their intrinsic properties (chemical shift, scalar coupling and relaxation).
A pulse represents a time period during whitls delivered to the coil in the probe. Four param-
eters describe € pulse: frequency, phase, duration and strength. The frequency of the pulse is
often called the carrier frequency since, generally, it is identical to the frequency used to demod-
ulate the detected NMR signal. For a rectangular pulse the strength stays constant during its
application. The magnetic field strength applied during such a pulse is often given in frequency
units yB; which can be obtained with Eq. (2.3) by setting the pulse flip anglerfor2a 366

pulse with the corresponding pulse lengiky:

¥YB,_yg =L
o yB; Tom (2.18)
For example, a 90pulse with a duration of 12.5is is produced by a field strengtpB,  of
20 kHz.

Ideally arf pulse applied to a given nuclear species will rotate all magnetization components irre-
spective of their individual resonance frequencies by the same flip fregfdeut the axis in the
rotating frame defined by the phase of the pulse. However, the performance ofré paide
degrades with increasing offset of the nuclear precession frequencies from the applead
guency. The precession axis introduced byf @ulse applied off-resonance deviates from the
direction of theB; field of the pulse (see Appendix). Whereas for & 6Rcitation pulse satisfac-

tory performance can be obtained over a wide bandwidth, the efficiency oPgpL&® degrades
rather rapidly. Fig. 7 shows excitation profiles for 2&td 9¢ pulses in dependence of the offset
frequency. Best use of these excitation profiles can be made when the carrier frequency sits in the
middle of the spectral range of interest. A°Qfllse applied ta magnetization brings most mag-
netization into the transverse plane when the offset frequegcfulfils the conditionvyg < ¥ B;.
However, the magnetization acquires an offset dependent anglthe direction it would reach
after an ideal 99pulse with duratiorgg. This anglee can be calculated to baghv s in units of
radians [16, 24, 26].

A further consequence of the non-ideal behaviourfgiulses are specific offset frequencies at
which the pulse does not perturb the resonances. This feature can be used to excite one group of
resonances while selectively avoiding excitation of another group. A technique that finds frequent
applications in heteronuclear experiments involving carbon nuclei where carbonyl carbons and
aliphatic carbons are excited separately. Using the Bloch equations (see Appendith el

in the excitation profiles can be calculated for & 0lse with duratiortgg to be at a frequency

Vg and for a 18®pulse with duration;gpat a frequency gg from the carrier frequency:

Vgg = kz—%6 /Tgo (219)

Vigo=* kz—g—]‘_/Tlgo (220)

For a 98 pulse the first null is atgy = +0.97f 9y and for a 180pulse av,g9=+0.87f 150
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Fig. 7. Excitation profiles off pulses represented by the normalized magnetiziigplotted against the
offset given in units ofyB, wher®, is the applied field strength. ()1, after a 98 excitation pulse and
(B) M, after a 186 inversion pulse applied temagnetization. (CM, after a 188 refocusing pulse with
phase x applied tomagnetization. (D) Same as (C) Myf is shown.

Typically several 18®pulses occur in a pulse sequence and the signals created by their non-ideal
behaviour may limit the spectral quality. With a phase cycling scheme, EXORCYCLE [55], mag-
netization components not inverted by the 4®dIse and those which underwent a coherence
transfer due to off resonance effects can be removed from the detected signal. The EXORCYCLE
consists of a 4-step phase cycle where the phase of tht fi88e changes according to the
scheme x, y, =X, =y together with the receiver phase cycling through x, —x, x —x.

Many applications require the inversionomagnetization. In this case simple composite pulses
exhibit much broader inversion profiles than a single®l8@ise. A composite pulse based on a
180 pulse with phase y embraced by®fulses with phase x, in short notationgaB0y 90y,
shows more than 80% inversion over a bandwidth zg¢fB; [56]. The composite pulse
90y 2259790, Where the 18Bpulse is replaced by a 22pulse results in even better inversion of
more than 98% however at the cost of a smaller bandwid#®afy B, . Analogous simple com-
posite pulses for improved refocusing of transverse magnetization do not exist [57].

When pulses or more complex pulse trains with low power are applied selectively to only a small
frequency range in a spectrum the signals at an offsdtr from the irradiation frequency can

still be significantly affected. These off-resonance or non-resonant effects can lead to a phase
shift @,, and a rotatiorp of the evolving magnetization and depend on the stremgth=y B,(t)

of the applied magnetic field,(t) [34, 35]. The rotatiomp is towards the positiveaxis around an

axis perpendicular to the axis along which tigulse is applied. Botlp, andp depend on the
lengtht, of the pulse train applied and on the average of the square of the field strevﬁ(lu)x

in additionp is proportional to the average of the field strength:
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Py = TE<VA(1)> T/ AV (2.21)
P = TU<V2(1)><V,(1)> T/ (AV)? = @<V (t)>/AV (2.22)

In these equationg,, andp are given in units of radians. Eq. (2.21) and (2.22) exhibit clear dif-
ferences betwegmand@,,. The rotatiorp is always smaller than the phase skgit and when the
average strength of the applied field,£t)> is zero then the rotatiop, but note,,, vanishes com-
pletely, a situation encountered with composite pulse decoupling whe(g><= 0 due to the
applied phase cycling schemes. A typical numerical example relates to the decoupling of alpha
carbon resonances from carbonyl carbons which are separat®d$¥8000 Hz on a 600 MHz
NMR spectrometer. The application of an 8 ms long, low power WALTZ decoupling sequence to
carbonyl carbons using a 1 kHz decoupling field strength resutps, i 1.4 rad (86) andp = 0.

Using instead of WALTZ a rectangular 18pulse at the carbonyl frequency with its sixth null at
18000 Hz (Eq. (2.20)) to refocus the effect of the carbonyl couplings, the values change to
@, = 0.13 rad (7.8) andp = 0.6".

In the course of a multidimensional NMR experiment selective decoupling may be applied dur-
ing an evolution time which is incremented. In this situatigtinearly increases and considering

Eqg. (2.21) it becomes clear that the time dependent pfgseill manifest itself as a frequency
shiftv,:

Vpr = <V,2(t)>/2Av (2.23)

With the numerical example given above using WALTZ decoupling, the frequency \sjift
becomes 27.8 Hz. The numerical examples show that the non-resonant effects descgged by
andp may cause severe signal loss and care has to be taken to correct for their influence. Four
different procedures can be envisaged to compensate for non-resonant effects [35]:

1. Adjusting the phase and flip angle of the pulse directly following or preceding the occurrence
of non-resonant effects.

2. A phase error occurring during an evolution time can be corrected by applying a phase correc-
tion after Fourier transformation.

3. Compensation by modulating the amplitude of the pulse train with a cosine function which
results in the application of the disturbing field akvwand -Av and thereby cancelling the
effects at the frequency of interest.

4. Applying the disturbing field twice, once before and once after a non-selectiVepL&@ and
thereby refocussing the adverse effects.

2.2.2 Amplitude modulated pulses

Modulating the amplitude of a pulse permits the design of specific excitation profiles. Since the
shape of a pulse and its excitation profile are not related by a Fourier transformation [16] more
elaborate procedures must be used to find the optimal pulse shape based on a desired excitation
profile. A large selection of pulse shapes have been developed and characterized [58]. From a
given pulse shape the excitation profile can be calculated by integrating the Bloch equations
given in the Appendix. Software packages on commercial spectrometers include corresponding
routines (Bloch simulator) which help to choose the appropriate shape for a specific experiment
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and to determine its parameters. In general a good amplitude modulated pulse should have an
adequate frequency selectivity, uniform excitation, uniform phase behaviour and a short duration.
Some of these desired properties contradict each other. Improving the selectivity, for example,
tends to increase the pulse duration which should be kept as short as possible to counteract relax-
ation losses. During the application of a selective pulse, the magnetization components of interest
accumulate an offset-dependent phase error. If the phase error is approximately linear across the
excitation bandwidth it can be refocused by a non-selectivé p8lse after a suitable delay

within or after the selective pulse [59]. Far from its irradiation frequency a selective pulse may
introduce non-resonant phase and amplitude errors as described by Egs. (2.21) and (2.22). These
deficiencies can be corrected using the same methods as described for rectangular pulses in Sec-
tion 2.2.1.

The performance of an amplitude modulated pulse depends on the initial state of the magnetiza-
tion. A selective 189 pulse that provides good inversion properties for longitudinal magnetiza-
tion in general does not perform well as a $8&focusing pulse for transverse magnetization. For

this reason, some shapes of pulses, for example the BURP pulses [60], are grouped into families
with a member for excitation, inversion and refocusing. The most frequently used shaped pulses
are Gaussian, sinc with no or one pair of side lobes, Gaussian cascades [61] which are based on
individual Gaussian shaped pulses, and pulses of the BURP family [60].

The application of amplitude modulated pulses in a pulse sequence requires all stages of the
transmitter pathway of the spectrometer to be linear, otherwise the shape and hence the excitation
profile deviate from the one selected. The direct determination of the pulse length of an ampli-
tude modulated pulse can be rather tedious. In this situation the use of a Bloch simulator program
which integrates the Bloch equations (Eg. (A.1.1)) seems more efficient for the determination of
the parameters of a shaped pulse by using the known parameters of a rectanQplais80o
determine the field strength of a given power setting. A prerequisite for such calculations is the
linearity of the transmitter channel. In addition amplitude modulated pulses can be rather sensi-
tive to rf inhomogeneity of the coil in the probe and therefore require gbdebmogeneity for

best performance.

2.2.3 Amplitude and phase modulated pulses

A pulse excites a spectral range around its irradiation frequency, however some experimental
techniques require the pulse to excite at a frequency different from this position. For example in
the middle of a period of free precession a selective®i80se may need to be applied to the
amide protons to decouple them from the alpha protons. If the carrier is to remain on the water
resonance this requires a homonuclear off-resonance selective pulse. Off-resonance pulses have
the advantage over switching the carrier frequency in that the latter method generates a phase
shift which must be taken into account and complicates the phase setting of subsequent pulses
applied to the precessing magnetization. The center of excitation of a pulse cannot only be
changed by changing its frequency but also by changing its phase during the application. Two
types of phase modulated pulses can be distinguished: pulses shifted off-resonance by a fixed fre-
guency and pulses where the frequency is swept during their application. A pulse with a fixed off-
resonance frequency shiffs during the application can be obtained by linearly increasing the
pulse phasé(t) with time while keeping the carrier frequency fixedat

COS(At + D(1)) = cosRmvt + (Pg + 2TV ¢ 1)) (2.24)
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The increment per unit time depends on the required offset frequegcfrom the carrier fre-
quencyv,. A positive phase increment will shift the frequency to higher values, decrementing the
phase lowers the effective frequency of the pulse. For example, amide protons or carbonyl car-
bons resonate at a higher absolute frequency than methyl resonances of protons or carbons,
respectively. The time poirit= O sets the reference pha®g for the off-resonance pulse. Any
further pulse on transverse magnetization of the same nuclear species during the pulse sequence
at a later time poinT will have the phas&(T) which in general deviates from,. The perform-

ance of pulses which inveetmagnetization will usually be independent®(T). However, off-
resonance pulses that create or act on transverse magnetization require thé@@hasebe
adjusted properly otherwise signal may be |a@%{T) can be calculated on the basis of Eq. (2.24)

and for example the proper time chosen wi(E = @,

When the phasé(t) in Eqg. (2.24) depends non-linearly on the timthe effective frequency
changes during the pulse. An important group of pulses using frequency sweeps during their
application are the adiabatic pulses. These pulses excite, invert or refocus magnetization over a
very wide frequency range at the cost of a longer pulse duration and a phase dispersion across the
excitation bandwidth. In applications where such pulses excite or invert magnetization they are
robust torf inhomogeneities but not when applied for refocusing [62]. An additional feature
makes adiabatic pulses very attractive: doublingrfifeeld strength of the pulse quadruples the
bandwidth covered [62]. A distinct advantage over conventional pulses which excite a bandwidth
proportional to the strength of the pulse.

The concept of adiabatic pulses can be understood with the help of a description in the rotating
frame. With the applied radio frequency fiddg far above resonance the effective fiBlg; corre-

sponds to the residual magnetic fi@g(Eg. (A.1.3) and Fig. Al in the Appendix) and the mag-
netizationM stays aligned along the positieaxis. Sweeping the frequency & towards
resonance will tip awaes from thez axis towards the transverse plane. For a sufficiently slow
sweep the magnetizatiovi stays aligned with the changing direction of the effective field. At
resonancdqs andM lie in the transverse plane. As the frequency of the exciting Bgldasses
through resonance and subsequently is swept to frequencies much lower than resonance, the
magnetizatiorM moves on towards the negatizexis (Egs. (A.1.3) and (A.1.4)). Fé1 to fol-

low Bgg the adiabatic passage condition must be fulfilled [29]:

[dO/dt| <<yBgg With Beg = (By2(t) + BA(t))Y? (2.25)

whereB, represents the offset from the resonance frequencyCadescribes the angle between
the effective field and the axis (Eq. (A.1.4)). With Eqg. (2.25) and Eg. (A.1.4) one finds that the
critical stage of any adiabatic sweep is the point whHgreweeps through resonance for a given
magnetization component resulting in the relation

dB,(t)/dt << yB,2(t) (2.26)

In addition to the condition described in Eq. (2.26) adiabatic passage requires that no relaxation
occurs during the sweep period. In practical implementations the field cannot be swept starting at
an infinitely large offset, however when choosing a finite starting value the effective field and the
magnetizatiorM are not aligned. Consequeniy precesses arour8l¢ which degrades the per-
formance of adiabatic pulses. To reduce this initial precession the starting@nofeist be as

small as possible. For small valuegabne finds with Eq. (A.1.4)
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©=By/B, (2.27)

Based on Eg. (2.27) small values®frequire large initial offsets for the start of the sweEpr

an angled corresponding to%(0.0175 rad) and witlyB; = 2 kHz an offset of at least 115 kHz

is necessary. Eq. (2.27) suggests an alternative approach to reduce the initial offset substantially.
If the sweep starts with an amplitude®{ at zero and is smoothly increased to its nominal value,
then the offset where the sweep must start, can be reduced making adiabatic sweeps more effi-
cient [62]. The same consideration for the end of the adiabatic sweep leads to the conclusion that
the amplitude 0B, should be smoothly reduced to zero.

As long as Eq. (2.26) stays fulfilled, the time dependent plax$eof the pulse can have any
functional form. For simplicity very often linear sweeps are applied (Eq. (2.28)). With the total
sweep rangd- and the total duration of the sweepthe change oB, per unit time (dB,/dt)
becomes fiF/yt. Linear sweeps result in a quadratic time dependence for the ghgsef the
constant frequency, during the application of an adiabatic pulse:

cos(Avt + D(t)) = cos(@w,t + (P + (2T D) (2.28)

Most applications of adiabatic pulses use single inversion pulses or trains of inversion pulses in
decoupling sequences. When used to refocus transverse magnetization, their inherent long execu-
tion time may cause problems with fast relaxing magnetization as well as with evolution due to
scalar couplings which may modulate the signals. On the other hand, depending on the chemical
shift range of scalar coupled nuclei, partial decoupling may be achieved during the adiabatic
pulse [63, 64]. Applications for refocusing are not yet very common but their applicability has
been demonstrated [63, 65, 66].

2.3 Magnetic field gradients

Pulsed magnetic field gradients (PFGs) have been used in NMR spectroscopy for more than 30
years to study the diffusion of molecules in solution [67, 68]. However, PFGs became a routine
tool in high resolution NMR in solution [69—73] only since the introduction of actively shielded
gradient coils which offer short recovery times (Section 3.5.2) for the re-establishment of the
very homogeneous magnetic field after the application of a PFG. The resonance frequency of
nuclei placed in a magnetic field gradient becomes dependent on their spatial location. A linear
PFG with the strengtf® per unit length along thedirection produces the following dependence

of the resonance frequeneyz) on thez coordinate

W(2) = W+ YGZ (2.29)

wherewy is the resonance frequency without the application of a PFG. The evolution of the oper-
ators used to describe an NMR experiment (Section 2.1.2) become dependent on the vertical
position in the sample. Using the shift operator basis the following transformations are obtained
due to the action of a gradient pulse applied for a duration

I~ > |~ d¥CZ
It > |t g VCT (2.30)

l, —->1,
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In these transformation rules the evolution due to chemical shiflaxdipling are not included.

The phase factoyGz describing the spatial dispersion of the resonance frequencies depends on
the gyromagnetic ratig which makes the action of a gradient less efficient for nuclei with a
smally. For example, applying an identical gradient on transverse proton and nitrogen magneti-
zation will result in a spread of resonance frequencies across the sample which is ten times larger
for proton than for nitrogen nuclei. Eq. (2.30) describes how the evolution of magnetization com-
ponents depends on taeoordinate. However, the magnitude of the macroscopic magnetization

M will be the integral over the sample lengtiwhich results in the following relationship

sin(yGtL/2)
yGtL/2

The sinc function in Eq. (2.31) has a damped oscillatory behaviour and is zero only at specific
values. In between the zero crossings the detectable signal can reach appreciable values and can
interfere with the performance of the experiment requiring the valug@oL to be optimized.

For example, a moderate gradient with a duration of 1 ms and a strength of 0.1 T/m applied to
proton magnetization using a typical commercial probe will show a maximum signal recovery
between the first and second zero crossing of about 0.5% of the original intensity which, for
example, results in a substantial residual signal for the solvent resonance.

M = = sinc{GtL/2) (2.31)

Pulsed magnetic field gradients find three main applications: (i) spatial encoding of coherences,
(ii) elimination of unwanted coherences and (iii) selection of coherences. Whereas point (i) is
used in diffusion measurements already for a long time, points (ii) and (iii) have become increas-
ingly important in high resolution NMR spectroscopy only in recent years replacing or supple-
menting phase cycling schemes for the selection of a specific coherence transfer pathway
(Fig. 1). Eq. (2.30) illustrates the basic principle used. Every application of a PFG introduces a
phase factor of the forrgGzt. For the desired coherence pathway the sum of all these phase fac-
tors must be zero. All other pathways do not result in detectable signal if sufficiently strong gra-
dients are used (Eq.2.31). For multiple quantum coherence every operator in the product will
evolve according to Eqg. (2.30). Consequently the sensitivity of the precession frequency of a
coherence to magnetic field gradients, will be proportional to its order. Thus homonuclear double
guantum coherence will be two times as sensitive to magnetic field gradients as single quantum
coherence, while homonuclear zero quantum coherence will be unaffected. For heteronuclear
multiple quantum coherences the different gyromagnetic ratios have to be taken into account (Eq.
(2.30)). The application of gradients has the potential to select the desired signal in one scan in
contrast to phase cycling which requires the repetition of the experiment and the subtraction of
unwanted signals. Unfortunately, only half the signal defocused by a gradient can be refocused if
a 9@ rf pulse is applied between the two gradients. This drawback can be verified using Egs.
(A.2.6) and (2.30). Such a signal loss constitutes a common feature when gradients are used for
pathway selection. As discussed in Section 4.5.3 experimental techniques exist for some cases
that prevent this signal loss. Further signal losses can occur due to diffusion losses. In between
the defocusing and refocusing gradients the molecules with the nuclei diffuse to a different loca-
tion preventing a complete refocussing (Eq. 4.3). Diffusion losses are largest for small molecules
particularly the solvent magnetization.

Magnetic field gradients can also be applied in the form of spatially inhomogeneous radio-fre-
guency pulses [74, 75]. Either using the inheméimhomogeneity of the transmitter coil or using

a separate coil designed to deliver inhomogendulelds [76]. The first method is frequently

used in the form of spin-lock purge pulses which destroy magnetization components that are not
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aligned along the axis defined by the phase oftlpilse [77]. The second more efficient method
requires special hardware and has not yet found many applications. Radio-frequency gradients
possess the inherent advantage over static pulsed magnetic field gradients that they can be applied
frequency selective [78]. On the other hand limitations arise du# keating effects and the

rather modest maximal strength fégradients which typically is limited to 0.1T/m.

2.4 Data acquisition

2.4.1 Digitizing the signal

At the end of a pulse sequence the free induction decay (FID) of the magnetization of one nuclear
species is measured. The sensitivity of the detection is proportiog3PtEqg. (4.2)), and when-

ever feasible the magnetization should be transferred to and detected on the nuclear species with
the largest gyromagnetic ratio. This procedure requires an efficient coupling between the differ-
ent species of nuclei to retain the sensitivity advantage despite of the inevitable signal losses dur-
ing the transfer. When working with macromolecules in solution the proton constitutes the
preferred nucleus for detection. However, irrespective of the nuclear species detected, the reso-
nance frequency is dozens or hundreds of MHz. Whereas the difference of resonance frequencies
of one particular nuclear species in different environments, the chemical shift range, is very
small, often only a few kHz. Technically speaking a high frequency, the carrier frequency, is
modulated by low frequency signals which represent the spectrum of interest. Subtracting the
carrier frequency from the signal one obtains a modified signal that contains only frequencies
between zero and a few kHz. Spectrometers use frequency mixing schemes to transform the high
resonance frequencies to a lower frequency range since the necessary high dynamic range digitiz-
ers exist only up to frequencies of a few hundred kHz. In addition a quadrature detection scheme
(Section 3.3.1) delivers two signals which are’ @fut of phase which allows discrimination
between positive and negative frequencies with respect to the carrier frequency. The carrier fre-
guency and the frequency of thiepulses on the observe channel are usually identical and conse-
guently quadrature detection enables the user to place the carrier in the middle of the spectrum
resulting in a more efficient excitation of the resonances (Fig. 7). The low frequency analog sig-
nal thus obtained is digitized at equidistant time points and stored on a computer.

The sampling theorem [79] specifies that for the representation of the analog signal in digital
form the sampling rate of the digitizer must be at least twice the highest frequency in the signal.
With a quadrature detection system the highest frequency in the spectrum is half the spectral
range covered by the signals. In other words, the time increment, the dwelAtibetween two
digitized points must be equal to or smaller than the inverse of the sweep wigthilich covers

the frequency range fromvy to +vy with the carrier frequency being at zero frequency. Slower
sampling results in folding of the signals with absolute frequencies largenjarto the spec-

tral range of interest. The folded signals will be represented by a wrong frequency and in general
will have a phase that differs from the one of unfolded signals. One dimendig MR spectra

of proteins contain a very large number of resonances and folding of additional signals into the
spectral range is not desired. This is in contrast to multidimensional experiments where folding
quite frequently helps to reduce the spectral range in additional dimensions.

The data can be digitized with two different sampling techniques. The first method digitizes the
two quadrature channels simultaneously and delivers data points that can be regarded as complex
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numbers. This simultaneous digitization method simply measures the orthogonal components of
the precessing magnetization which correspond to the two quadrature channels. The minimal
sampling rate XX becomes equal to the sweep width2zand a complex Fourier transform of the

FID produces the spectrum. The second method digitizes the two quadrature channels sequen-
tially with a sampling rate of ¥,. Consequently two time shifted signals are measured and cor-
rect processing requires that every second data point pair must be inverted in sign before the
signal is submitted to a real Fourier transformation resulting in the spectrum [80]. The sequential
digitization can be understood using the concept of the rotating frame of reference at the carrier
frequency (Fig. Al in the Appendix). Including the effect of the sign inversion the sampling
method corresponds to a sequential sampling of the magnetization components alqryg-the

-y, X Y, =X, ...axis in the rotating frame. From one digitized point to the next the axis along which
the magnetization is sampled rotates b§ 8bout thez axis instead of being static as with simul-
taneous digitization. In other words the reference frame for detection rotates within two dwell
times by 368 with respect to the carrier frequency which corresponds to a frequency shift of
Consequently, the zero frequency shifts from the middle to the edge of the spectrum and all reso-
nance lines have a frequency larger than zero that lies between @gn@iis detection scheme

is based on a linear phase incrementation with time and is referred to as TPPI method which
stands for time-proportional-phase-incrementation [80, 81].

The requirement for a constant dwell time and the sampling theorem are consequences of the
Fourier transformation method used to obtain the spectrum from time domain data. Other trans-
formation methods permit varying dwell time lengths. In general, time periods in the FID which
have better signal-to-noise rati8/(y should be sampled more frequently than those with less
S/N Different sampling schemes were proposed in combination with maximum entropy recon-
struction for the transformation into the frequency domain [82—84]. Considering the modest ben-
efits obtained, these procedures do not seem to be justified in most applications due to the
increased complexity involved in the data collection, transformation, and sensitivity to parameter
settings. Currently, equidistant sampling is by far the most frequently used scheme.

2.4.2 Handling the water resonance

Many NMR measurements with biological macromolecules rely on the presence of exchangeable
protons in the molecules and must therefore be performeg@ddlutions which contain only a

small amount of DO for the field-frequency lock (Section 3.3.3). Measuring the spectrum of a
protein dissolved in KO at a typical concentration of 1 mM requires a dynamic range of the
spectrometer which cannot be obtained without the reduction of the signal intensity of the water.
Numerous techniques for the reduction of the intense solvent line have been developed and a
number of excellent reviews on these techniques erist 1, 85]. Here only a few selected
techniques can be mentioned. When 2D methods were first developed it was a real challenge to
obtain spectra from kO solutions and initial success was achieved by presaturation of the water
resonance [86]. Later spin-lock pulses were introduced which destroy the water magnetization
due to the spatiatf field inhomogeneity during the pulse [77]. Unlike solvent presaturation
which happens during the relaxation delay spin-lock pulses occur later in the sequence allowing
the water to recover during the relaxation delay reducing the degree of saturation of the water
magnetization. This enhances the signal intensities of exchangeable protons of the protein, for
example for the amide protons which play an important role for many experimental schemes.
Magnetic field gradients act in a very similar way to spin-lock pulses, however, often better sup-
pression can be obtained [69, 70, 87]. Work at higher pH demands for even better conservation of
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water polarization due to the faster exchange rates of labile protons and methods were developed
that attempt to conserve the equilibrium water magnetization during the pulse sequence and flip
the water back to the positizeaxis before the start of the acquisition [88].

The huge magnetization of water exhibits special behaviour after the excitatiori pulae. The
magnetization of water rotates back to the posigaxis much faster than expected from relaxa-

tion. The large signal induced in the receiving coil during precession of the water magnetization
creates a magnetic field that acts on the water resonance like a shapése and rotates it back

to thez axis. This effect, known as radiation damping, may interfere with the performance of
experiments where the water resonance cannot be destroyed, for example when studying interac-
tions between water and protein protons (Section 5.3). When using water flip-back methods [88,
89] the H,O resonance should never be aligned with the negatases just prior to acquisition
because radiation damping can efficiently rotate the water magnetization into the transverse plane
which can overload the receiver system during acquisition. The strength of radiation damping is
proportional to the size of the water magnetization and the quality factor of the probe. Conse-
guently it becomes a more serious problem with high magnetic field strengths and higher sensi-
tivity probes. Different techniques have been developed to suppress radiation damping during a
pulse sequence without destroying the water resonance. Using pulse field gradients the water can
be defocused during periods of free precession and refocused just before the next pulse which is
different from 188 [90]. This procedure conserves the water magnetization except for diffusion
losses which must be minimized. Another method temporarily reduces the quality factor Q of the
receiving coil and therefore decreases the current induced in the coil and hence the radiation
damping effect [91]. This technique requires special circuitry in the probe known as Q switch
which allow rapid changes in the Q value. A third method uses an active feed back loop driven by
the detected water magnetization. Such a device sends veryrivaalkes to the coil counteract-

ing the radiation damping effect. In this way the state of the water magnetization can actively be
controlled and suppression as well as an enhancement of the radiation damping effect can be
obtained [92, 93].

The very large polarization of water not only interferes with the water resonance itself but
slightly alters the main static magnetic field which changes the resonance frequencies of all
nuclei. This demagnetizing field effect amounts to a rather small change of the main magnetic
field of about 1.5 Hz for protons at 750 MHz when the water magnetization is switched from the
positive z axis to the negative axis. None the less difference experiments such as hydration
experiments may exhibit subtraction artifacts and suffer losses of performance due to these small
field changes [94, 95] (Section 5.4).

2.4.3 Decoupling during acquisition

During acquisition of the signal, scalar coupling between nuclei splits the resonance line into
different components. Often it would be preferable to decouple the individual nuclei from each
other to obtain the best sensitivity and the minimum number of lines. For different species of
nuclei decoupling is usually straight forward. For example protons attachéeNtauclei in
labelled proteins can be decoupled from 1A nuclei by continuous inversion of the magnetiza-

tion of all the®N nuclei during acquisition of the proton signal without adverse effects on the
measured spectrum. Practical consequences and limitations of heteronuclear decoupling will be
discussed in Section 4.3.
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Decoupling nuclei of the same species from each other requires more elaborate schemes and, of
course, the decoupled nuclei cannot be directly detected. Homonuclear decoupling réquires
irradiation at the receiving frequency necessitating that the preamplifier (Section 3.3.1) is
switched off during the period of irradiation. The total dwell tini®), is split into a period

where the preamplifier is turned off and a period where the signal is rec&Wd,This time

sharing reduces the measured signal since the receiver can integrate the signal only during the
time DW,. Switching off the preamplifier reduces not only the signal by a fab\/DW; but
simultaneously the noise proportional tV(/r/DV\/t)llz. For the signal-to-noiseS{(Nyq4 with
homonuclear decoupling one obtains the reduction

(S/Npg= OW/DW)'2 (SIN (2.32)

whereS/Nis the signal-to-noise ratio without decoupling. For example using half the dwell time
for homo-decoupling including the necessary switching delays of the hardware re@idgg (

by /2 compared to that obtainable without decoupling. Instrumental limitations may reduce the
obtainable §/Nyq further. Not only decoupling but any disturbance which interferes with the
integration of the signal reduces the sensitivity, for example, when applying defocusing and refo-
cusing gradients during the acquisition of the signal [96].

2.4.4 Oversampling and digital filtering

Before the signal reaches the digitizer the spectral bandwidth must be limited by a suitable ana-
log filter to the frequency range (sweep width) selected. Otherwise higher frequency noise folds
into the spectral region of interest and reduces the obtair&bleSuch analog filters introduce a
frequency dependent retardation of the signals and show transient oscillations after a sudden
change of the voltage which typically happens at the start of the FID. This characteristic behav-
iour can result in baseline distortions in the spectrum and the necessity of first order phase correc-
tion which itself introduces baseline curvature [97—-99]. The distortions in the spectrum due to the
filters can be minimized by judicious choice of the time at which the receiver opens and the first
data point is sampled [100]. Spectrometers do start accumulation according to this scheme but
the appropriate delays usually require fine adjustment for best performance. Use of analog filters
present somewhat of a dilemma; on the one hand analog filters introduce distortions which
increase with the steepness of the frequency cut off of the filters, on the other hand the filter
should be as steep as possible for efficient suppression of signals and noise outside the chosen
sweep width. This dilemma can be overcome with oversampling when the digitized frequency
range is much larger than the one finally desired. Oversampling allows the use of analog filters
with a much broader transition frequency range between full passage and full attenuation. Such
filters have short filter delays and negligible transient oscillations which reduces their detrimental
effects on the baseline of the acquired spectrum [101]. The analog narrowband filters with steep
cutoffs for the adjustment of the final spectral range can then be replaced by digital filters. Spe-
cial digital signal processors are programmed to apply very steep filters without introducing base-
line distortions. The digital signal processors are inserted between the digitizer and the computer
memory which stores the data so that the storage requirements of oversampled data does not
exceed the space used by conventionally acquired data. Oversampling provides a further advan-
tage by increasing the dynamic range of the digitizer [102]. The extranlmkdained with over-
sampling can be calculated from the following expression

N = logy(SW,/SW / 2 (2.33)
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whereSW),, is the oversampled frequency range, SW the desired spectral range and the logarithm
is base 2. For example, wiBW= 10 kHz andSW,,, = 160 kHz the effective dynamic range of a
16 bit digitizer corresponds to 18 bits.

The quadrature detection scheme used in spectrometers (Section 3.3.1) requires a phase differ-
ence of exactly 9and identical amplification in the two signal paths which in practice cannot be
achieved. As a consequence positive and negative frequencies with respect to the carrier cannot
be completely separated, leaving typically less than 1% of the wrong signal as a quadrature
image on the wrong side of the carrier frequency. Still, these signals may have a detrimental
effect in multidimensional NMR spectra which contain resonances with widely different signal
intensities. The images can usually be suppressed beyond detection by exchanging the signal
pathways in subsequent scans which are added [97]. This cancellation method requires simulta-
neous changing of the phases ofrélpulses and the receiver by 90etween scans. When this
procedure is extended to a four-step phase cycle using the pHyse® 0187 and 270 it is

called CYCLOPS [103]. In addition to the quadrature images CYCLOPS suppresses the spike at
zero frequency which is caused by differéetoffsets in the two receiver channels. When the car-

rier is set on-resonance with,B the original two step phase cycle suffices since the water reso-
nance usually causes a distortion at zero frequency which is much larger than the zero frequency
spike. Modern spectrometers use a different scheme sometimes referred to as digital quadrature
detection. In this scheme the signal is mixed to a low frequency range which does not contain
zero frequency. A narrow bandpass filter programmed into the digital signal processor used to
reduce oversampled data then selects the desired spectral range which does not contain quadra-
ture images. The technique produces spectra which cannot contain quadrature images and hence
renders CYCLOPS unnecessary which reduces the phase cycling schemes, a definite advantage
in multidimensional NMR spectroscopy where phase cycles may be longer than necessary to
obtain sufficient signal-to-noise causing unnecessary long experiment times.

2.5 Multidimensional NMR

Multidimensional NMR was first proposed in 1971 [3] and first applications were published a
few years later [4]. A multidimensional data set depends on different time variables which can be
transformed into multiple frequency domains. For the introduction of an additional time variable

a suitable delay during the pulse sequence, the evolution time, is incremented during the experi-
ment [16, 40, 104]. Only during the last time period the signal is physically acquired which is
thus often referred to as the direct dimension in contrast to all other dimensions referred to as
indirect dimensions. The magnetization measured depends on the evolution times during the
pulse sequence and this dependence is reflected by a change in amplitude and/or phase of the
acquired signal. A typical-dimensional NMR experiment follows the scheme

excitation - (evolution - mixing)_; - detection (2.34)

where the bracket repeats—(l) times. In a simple example the excitation just consists of°a 90
pulse and the single mixing could be anothe? palse which mixes the non-equilibrium states
obtained after the first pulse and the evolution time. This sequence is usually referred to as COSY
experiment [3, 4]. The sampling of frequencies in evolution periods must fulfil the same require-
ments with respect to folding and the sampling theorem as the measurement of the FID in the
detection period. A subsequamtdimensional Fourier transform providesiaimensional spec-
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trum that depends on frequency variables. If two nuclei suitably interact with each other in a
mixing time between two evolution periods or between the last evolution time and the detection
period this interaction will be manifested by a resonance in the spectrum, a cross peak, at a posi-
tion characterized by the precession frequencies of the interacting nuclei. Nuclei that did not have
any interaction in the mixing time will show the same frequency in the two successive evolution
times. The later resonances, for example, form the diagonal resonances observed in homonuclear
2D spectra. Magnetization components that relax during the scheme will show zero frequency for
all evolution periods that occurred before the magnetization relaxed. Such signals are called axial
peaks and are usually not of interest.

The number of dimensions measured should be kept minimal since increasing their number
reduces the sensitivity due to the additional quadrature sampling step (see below), larger signal
losses due to relaxation and additiorfgbulses. Theoretical considerations show tiiatspectra

do not offer fundamentally new information but are just the mathematical products of the corre-
sponding basic 2D experiments [105]. More than two dimensions should mainly be used to
reduce spectral overlap. Most multidimensional experiments are run with two or three dimen-
sions. Only for few experiments a four-dimensional (4D) scheme may be beneficial. One exam-
ple for a rather frequently used 4D experiment is a homonucfé#r JH]-NOESY which is
resolved into 3C and a®N dimension [106].

Based on the scheme given in Eq. (2.34) every evolution time is represented by a separate dimen-
sion in the spectrum. But experiments can be designed which combine the information from dif-
ferent evolution periods into one dimension. The basic principle of these experiments is very
simple. Whenever two evolution times are incremented simultaneously the corresponding fre-
guencies occur in one spectral dimension reducing the number of dimensions by one but keeping
the same information [107, 108]. In such experiments one frequency is encoded conventionally
on the chemical shift scale. This signal is modulated by the offset frequency of the second
nucleus leading to a splitting similar toJacoupling but representing the second chemical shift.
Hence, the carrier frequency for the second nucleus must be set to one edge of the spectrum since
positive and negative frequencies with regard to the carrier result in the same splitting. The chem-
ical shifts of the two nuclei are obtained from the center frequency of the two lines and from their
splitting [107, 108].

In multidimensional spectra, resonances should have absorptive lineshapes in all dimensions for
the best spectral resolution and quality afla spectrum. To prevent the undesirable mixture of
absorptive and dispersive signals the two orthogonal transverse magnetization components repre-
sented by the operatokgandl, must be obtained separately from the final signal. In the frame-
work of coherence pathways botk and k coherence levels oflaquantum coherence during an
evolution time must be maintained [16, 40] which then allows to separate the opégzaori

in the final signal. For practical applications this requires that sine and cosine components of the
signal during the evolution time are not mixed when accumulating the data. In other words these
components should not be summed into one FID otherwiserendy p-type peaks are obtained
which do not have a pure phagetype peaks result from a coherence pathway whose coherence
levels have the same sign during the evolution and final detection period, opposite sighsiead to
type peaks [16] (Fig. 1).

In analogy to the direct acquisition of the signal a quadrature scheme must be applied in the indi-

rect dimension. For the indirect dimensions the sine and cosine components of the signal cannot
be measured simultaneously. The two quadrature components are typically sampled consecu-
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tively changing the phase of the ®f pulse at the start of the evolution time by°@xcording to

one of the schemes given in Table 3. This procedure reduces the sensitivity for every additional
dimension by a factor/2 . With respect to sensitivity it is important to note that all noise in the
spectrum originates from the measurement in the direct dimension. During the evolution periods
the signal may be reduced due to relaxation but no noise is added. As there is no noise to be
excluded from the bandwidth of interest there is no need for filters in the indirect dimensions.
None the less the baseline in indirect dimensions may be distorted. This baseline distortion origi-
nates from linear phase corrections applied in the indirect dimensions. Therefore linear phase
corrections must be avoided by adjusting the initial delay of the evolution time properly. In prin-
ciple the minimal evolution time should be zero. Often this delay cannot be zero. For example,
the finite duration of thef pulses at the beginning and at the end of the evolution period result in
evolution of the magnetization requiring a linear phase correction for an absorptive spectrum. It
is customary to sample the first point at half the dwell time. For data sampled as complex data
points this requires a linear phase correction of°18€ross the spectrum which does not intro-
duce baseline curvature [97, 99]. As an additional advantage folded peaks have opposite sign and
are easily detected if they do not overlap with an unfolded resonance line. This feature proves
useful in some instances to reduce the spectral range together with the number of increments
required, as for example in the indirect carbon dimension of heteronuclear multidimensional
spectra [109]. Hence folding can be used to extend the phase cycling and/or to reduce disk stor-
age requirements.

For quadrature detection in indirect dimensions several techniques are available [110] (Table 3).
The individual schemes sample the data at different time points and with a different sign which

requires suitable Fourier transform (FT) algorithms to be used. The particular method affects
both the frequency position of the axial peaks and the folding behaviour for resonances outside

Table 3
Properties of different quadrature sampling schemes
quadrature sampling of x and y component% FT mode axial folded
scheme n n+1 n+2 n+3 peakd | peaks'
Redfield x€) y(t+A/2) | x(t+A) y(t+34/2) reaf center mirrored
TPPI xt) y(t+A2) | —x(t+D) | —y(t+34/2) real edge mirrored
Complex x€) y(t) X(t+4) y(t+4) complex center cyclic
Complex-TPPI xt) y(t) —X(t+A) —y(t+A) comple>§ edge cyclic

*The four columns indicate consecutive time points at which four magnetization components are
sampled which evolve during the evolution time, the time pekisthnds for the dwell time which is
equal to the inverse of the frequency range samplédamxd y() refer to the x- and y-component at
time pointt, respectively; the sign indicates the use of the positive or negative component.

f Axial peaks appear either in the center or at the edge of the spectral range selected.

T Folded peaks are either mirrored at the closer edge of the spectral range or cyclically shifted infto the
spectrum by subtraction of the spectral range.

8 Every second pair of data points in the indirect dimension has to be inverted in sign before Fourier
transformation (FT), the same goal can be achieved by changing the phase setting of the receiver by

18P.
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the selected spectral range (Table 3). The best overall performance can be expected using a com-
bination of complex sampling [111] with TPPI phase incrementation [81]. This scheme allows to
adjust the initial delay to obtain optimal baseline behaviour and at the same time places axial
peaks at the edge of the spectrum [110]. In principle, axial peaks are suppressed using a suitable
phase cycling scheme, for example the phase cycle x, —x applied to the excitation pulse and the
receiver. None the less residual intensity should still be moved to the edge of the spectrum. TPPI
[81] and Redfield [80] quadrature detection are nowadays only used when their specific folding
properties are required.

2.6 Data processing

2.6.1 Transforming the time domain data into a spectrum

A detailed description of data processing methods used in biomolecular NMR is outside the
scope of this article. There are excellent monographs dealing with all aspects of data processing
in detail [112—-114]. Here only a few basic aspects shall be mentioned. In NMR time dependent
oscillations of the magnetization are measured which can be represented in an analytical form as
a complex signa(t).

St) = % exp(2iv,t) exp(—tT,,) (2.35)

wherev, are the individual resonance frequencies @ggthe corresponding transverse relaxa-
tion times. The frequency componemtsencoded in the modulation are typically analysed by a
complex Fourier transformation resulting in a spectrum with a real part containing absorptive
lines A(vi—V) of the form

Ak(Viv) = Tl (LHATPT S (viv)?) (2.36)
and an imaginary part containing dispersive ling&[3-v)
Di(Vi) = 2T 4 (V) (L+ATPT 5 (v —v)?) (2.37)

In practice the signals in the real part of the spectrum may not be completely absorptive due to a
phase factor in the modulation of the signal. By a suitable mixing of the real and imaginary parts
using a phase correction routine, absorptive lines can be obtained in the real part and dispersive
lines in the imaginary part of the spectrum. Absorptive lineshapes are preferred since they have
narrower lineshapes (Eq. (2.36) and (2.37)) and hence offer a better resolved spectrum. In multi-
dimensional NMR experiments, proper acquisition schemes have to be used to avoid summation
of absorptive and dispersive lines in the real part of the spectrum (Table 3). A sum of absorptive
and dispersive resonances cannot be corrected by a mathematical procedure and severely
degrades the spectral quality. Alternative analysis methods to Fourier transformation are availa-
ble but are not frequently used because they often require extensive calculation times, are non-
linear algorithms which may distort the signal intensities and the quality of the results is sensitive
to parameter settings [113, 114].

Because the causality principle requires the measured FID to be zero for times smaller than zero
Fourier transformation of the FID leads to a relation (Kramers-Kronig relation) between the real

-35-



Gerhard Wider: Technical aspects of NMR spectroscopy with biological macromolecules ....

and imaginary part of the spectrum [16]. The two parts can be calculated from each other by a
Hilbert transformation. Since Fourier transformation results in a real and an imaginary part with
identical information content the number of data poidts the FID must be doubled by adding

N zeroes at the end of the FID (zero filling). In this wdyndependent data points in the FID are
represented b independent data points in the spectrum. More zero filling does smooth the rep-
resentation of the data by interpolation but no additional information can be obtained [7, 115]. To
avoid truncation artifacts which result in oscillations around individual signals zerofilled FIDs
must be brought smoothly to zero by multiplication with a weighting function which becomes
zero at the end of the FID.

The first data point in the FID is often measured as close as possible to the time point zero in
order to avoid a first order phase correction in the spectrum. With this procedure the intensity of
the first time domain data point should be averaged with the last data point in the FID to result in
a properly periodic signal [116], in practice this is often equivalent to a division of the first point
by two. The first data point represents the integral of the spectrum and overemphasizing its inten-
sity adds a constant offset to the spectrum which can be very disturbing in multidimensional
spectra since the offset usually varies from trace to trace. NMR software provides the possibility
to scale the first point to remove the baseline offset. In indirect dimensions where the measure-
ment starts after half a dwell time the situation is different. In this case the first data point repre-
sents the correct integral and no additional scaling is necessary but a linear phase correction of
18 has to applied across the spectrum.

In multidimensional experiments the maximal evolution time in indirect dimensions must often
be chosen to be rather short to achieve the best sensitivity and therefore often truncated FIDs are
obtained for indirect dimensions. Applying weighting functions directly to truncated FIDs dis-
cards some of the measured signal. In this situation linear prediction provides a possibility to
extend the experimental data in the time domain before applying weighting functions [113].
However, typically used algorithms determine four parameters for every signal: frequency, inten-
sity, linewidth, and phase. Enough data points must be available to prevent overfitting the data
and the number of predicted points should as a rule of thumb not exceed the number of measured
points. Linear prediction works best when the time-domain data to be extended contains a small
number of signals. In order to achieve this, all of the other dimensions of the spectrum should be
Fourier transformed before linear prediction in a given dimension. If more than one dimension is
to be linear predicted inverse Fourier transformations will be necessary. It should be noted that in
the first round of Fourier transformations window functions are not applied because this would
throw away information present in the FID. Even with linear prediction the resulting spectrum in
an indirect dimension of a 3D and especially a 4D experiment may still have a resolution of only
40 Hz/point or even less. Applying resolution enhancement filters to FIDs with such a low resolu-
tion is of little use and often simple cosine functions are applied. There are a variety of commer-
cial and non commercial programs which allow interactive evaluation of NMR data using a
graphics interface. However for time consuming calculations, such as linear prediction or sophis-
ticated baseline correction algorithms, it may be advantageous to use a program with no graphic
interface to enable processing in batch mode on high performance computers [117, 118].
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2.6.2 Referencing the chemical shift

The nuclear shielding constamitdescribes the effect of magnetic interactions between electrons
and nuclei which affect the local magnetic fiddd experienced by the nucleus i wi) = (1-

0;)B,, and hence influences its resonance frequency. This chemical shift has long been known to
be extremely sensitive to a multitude of structural, electronic, magnetic and dynamical variables
and in principle contains a wealth of information on the state of the system under investigation.
This potential is largely offset by the difficulties of a detailed interpretation which attributes the
measured chemical shift to the various contributions. However, the large amount of data repre-
sented by théH, 13C and®N shifts in known 3D NMR structures of proteins forms the basis for

a multitude of empirical and semi-empirical correlations with structural parameters. These corre-
lations can be used during the assignment process as an additional source of information [15,
119-122]. It is also possible to refine protein structures based on chemical shifts and even with
insufficient information for a structure determination chemical shifts can be used to distinguish
between alpha helix and beta sheietthe chemical shift index [120, 123]. This index provides a
simple tool for identifying protein secondary structure through analysis of backfenehemi-

cal shifts. Further information on many aspects of the use of chemical shifts in studies of proteins
can be found in a recent review article [124].

The evaluation of chemical shift data requires an accurate referencing of NMR spectra both for
reproducibility and for the correlation of the chemical shift with structural properties. A wide
variety of reference compounds exist for various solvents and many nuclei. Referencing each
nuclear species individually is cumbersome and prone to errors. Reference substances may inter-
act with the protein or not be soluble in water. In addition the reference chemical shift may
depend on parameters like temperature, pH or ionic strength. External referencing circumvents
most of these problems. However, separating the solution and the standard into two compart-
ments introduces susceptibility effects which depend on the sample geometry and disappear only
for spherical inserts. With the proton omnipresent in biological samples indirect referencing of
the heteronuclei to a proton standard becomes attractive. Recently it was proposed to exclusively
use dimethylsilapentane sulfonic acid (DSS) as standard for referencing of proton chemical shifts
due to its favourable properties as a reference compound and to relate standards for heteronuclei
to DSS by a scaling factat which is specific for a selected heteronuclear standard [125]. The
absolute methyl proton frequency in DSS in the sample at a given field is simply multiplid by

to obtain the zero frequency for the heteronuclear chemical shift scale. Valizefoof3C and

15\ [125] as well as for%F and3lP [126] have been published for the standards 10mM DSS in
water (DSS), liquid NH (NH3), trifluoroacetic acid (TFA), and 85% ortho-phosphoric acid
(H3PQy), respectively, and are reproduced in Egs. [2.38]-[2.42]

= (*H, DSS) = 1.000000000 (2.38)
= (13c, DSS) =0.251449530 (2.39)
= (>N, NH;) =0.101329118 (2.40)
= (1%, TFA) = 0.940866982 (2.41)
= (P, HPQ,) = 0.404807356 (2.42)

In practice the frequency difference between the methyl proton resonance of DSS and the carrier
(usually at the water resonance) must be subtracted from the absolute frequency of the carrier to
obtain the zero ppm reference for protons. Chemical shifts referenced to a variety of different ref-
erence compounds can be readjusted to conform to the indirect referencing discussed above using
published conversion data [125].
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The low digital resolution typically obtained in 3D and 4D NMR spectra makes calibration criti-
cally dependent on the spectral data point that represents the position of the carrier frequency. In
general the number of poinkécontained in a NMR spectrum is a power of 2. Assuming a num-
bering of the points from 1 to N the question arises if the carrier frequency is represented by point
N/2 — 0.5 or by pointN/2 + 0.5. Using the fact that the frequency domain spectrum is a periodic
function point 1 and point N + 1 have identical values and hence point N + 0.5 represents the
position of the carrier frequency. However, the implementation in the software used may be dif-
ferent. When details of the transformation software are not known, a simple test allows determi-
nation of the position of the carrier frequency in the spectrum. Adding a constant to the FID
before Fourier transformation will create a spike in the spectrum which appears at the carrier fre-
qguency.
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3. NMR instrumentation

3.1 Layout of a high resolution NMR spectrometer

In this section the major features of a modern NMR spectrometer are discussed. A spectrometer
used for studies of biological macromolecules does not differ in its basic functionality from any
other NMR instrument used for studies of compounds in solution. Fig. 8 displays a block dia-
gram which is used in the following as a basis for a short discussion of the major components. A
modern NMR spectrometer is controlled by a dedicated spectrometer computer which is
instructed by the operatmia a general purpose host computer work station. Additional proces-
sors perform specific functions under the master timing and control of the spectrometer compu-
ter. In Fig. 8 the main parts of a spectrometer are connected by arrows drawn with heavy lines.

shim shim
Host control currents magnet
Compute
lock lock transmit lock | __ =
control lock receivg  |preamplifief 3
£
) : ] B
gradient gradient N
/ control amplifier g_
linear — linear

- transmitters amplifiers decoup'e

=P control % %
synthesizerp RS %
Y /L@ L@
digital quadrature

€ iier [€] ADC | Getection [€JPreamplifie

spectrometer computer
(master control and timing)

VT VT
control unit

Fig. 8. Block diagram of a typical high resolution NMR spectrometer. The main parts of the spectrometer
are drawn with heavy lines; the arrows indicate the pathway from the spectrometer computer to the probe
and back to the computer where the NMR signal is stored. From the preamplifier bottptigses on the

observe channel and the detected NMR signal travel on the same cable. For the observe channel the refer-
ence frequency for detection has to be fed into the receiving pathway. The parts drawn and connected with
thin lines provide auxiliary functions of the spectrometer which are essential for a spectrometer used for
applications with biological macromolecules; VT stands for variable temperature and ADC for analog-to-
digital converter.
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Using this figure the essential steps in obtaining a NMR spectrum can be followed. First, the
spectrometer computer instructs ttiecontrol processor to set the necessary frequencies in the
synthesizers and to senfdpulses from the transmitter to the different amplifiers according to the
experimental requirements. Based on digitally stored data the transmitter prepares the pulses with
the required shapes, phases, durations and power settings before sending them to the linear
amplifiers. Modern NMR spectrometers are able to set all necessary parameters within a few
microseconds during the execution of a pulse sequence. All stages in the transmitter and the
power amplifiers have to be linear otherwise pulses with non-rectangular shapes will be distorted
and cannot act in the way expected (Section 2.2/ the linear amplifiers thef pulses reach

the probe which contains a colil that delivers thérequency to the sample located in the top of

the probe. When nd pulse is applied the amplifiers are completely blanked, so that the spins can
precess free from any disturbance. Because the same coil is used for the applicatidipolses

at the observe frequency and for receiving the very weak response from the spins the pulses at the
observe frequency are routed through the preamplifier. A special safety circuitry protects the
preamplifier from the very high voltage present duringf ulse and directs the pulse only
towards the coil. In the receive mode the NMR signal picked up by the receiving coil reaches the
preamplifier stage with minimal attenuation. The signal leaves the preamplifier still at the actual
NMR frequency amplified sufficiently to preserve tB&\in the subsequent amplification and
mixing stages. The signal cannot be digitized at the NMR frequency and must be transformed
into a frequency range of a few tens of kHz where digitizers with a high dynamic range exist.
Reducing the frequency does not happen in one step. First all NMR frequencies are transformed
to the same intermediate frequency and the two quadrature channels are created (Section 3.3.1).
A further mixing step reduces the signal frequencies of the quadrature channels to lower frequen-
cies which can be digitized in the analog-to-digital converter (ADC) which samples the signal at
discrete time points and converts it into a series of numbers. Modern ADCs oversample the data
[101] and digitize a frequency range that is much larger than the one desired. The final spectral
range is selected using digital filters which can be designed to have a much better performance
than corresponding analog filters (Section 2.4.4). If digital filters are not available the corre-
sponding analog filters must be used before the ADC. After digitizing and filtering the signal is
sent to the computer memory where different scans are summed up and the data can later be proc-
essed.

In addition to the main task of recording the NMR spectrum, a spectrometer fulfils many auxil-
iary functions which make modern NMR spectroscopy possible (Fig. 8). Very stable adjustable
shim currents must be supplied to the shim coils which create a correcting magnetic field to
obtain the required homogeneity of the main magnetic field. The homogeneity thus obtainable by
far outperforms the long-term stability of the frequency sources and the magnetic field. To obtain
sufficient stability the ratio of the frequencies and the magnetic field is kept constant by perma-
nently monitoring a reference NMR signal at a specific frequency. For this locking of field and
frequency usually the deuterium signal of some deuterated solvent added to the sample is
observed. Any deviation of the deuterium frequency from a preset value is corrected by a very
small change of the magnetic field using a special coil in the room temperature shim system. In
this context the variable temperature (VT) capabilities of a spectrometer become very important.
In biological NMR measurements deuterated water often serves as lock substance. However the
deuterium resonance frequency of@depends strongly on the temperature and without a very
stable temperature in the sample the lock could not perform its task.
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3.2 Spectrometer configuration for biomolecular NMR

The use of a NMR spectrometer for studies of biological macromolecules in solution defines the
hardware configuration to a large extent. The importance of proton resonances with their limited
spectral dispersion and the large number of resonances present in a protein sample demands for
the majority of applications a proton resonance frequency of at least 600 MHz which corresponds
to a magnetic field strength of 14.1 Tesla (T). In addition to protons the mid)éfC, 1oN, 31p

and!°F are most frequently measured (Table 1). In practice up to four of these nuclei may be cor-
related in one experiment requiring four radio-frequency channels in addition to the lock channel.
For examgle, larger proteins are often triple labelled \&% 15N and?H. Even though usually

only 1H, 13C and™N nuclei are directly correlated, decoupling of deuterons is required to reduce
the linewidths of carbon and/or nitrogen resonances. In some experiments it seems very conven-
ient to use two channels for one nuclear species as in the case of carbons where aliphatic and car-
bonyl carbons show a large chemical shift difference which makes these two groups of
resonances behave in many aspects like heteronuclei. More and more experiments require shaped
pulses and/or frequency shifted pulses for best performance. Consequently at leastchaee

nels should be equipped with pulse shaping capabilities which include the possibility to set the
phase of thef frequency in small increments.

Individual spectrometers will show most variability in their probes (Section 3.5) which depend
rather strongly on the applications envisaged. For studies of proteins, a probe tunable to the fre-
quencies of the nucléfC, 1N, andH is necessary to carry out the standard experiments of pro-
teins labelled with*3C, 1N and/or?H. For the decoupling of deuterium the deuterium lock coil

can be used. Such a triple resonance probe is designed to detect protons. With protons being the
most important nucleus when working with proteins a proton only probe may seem necessary,
however, the newest probe designs offer at best only modest sensitivity advantage for a selective
probe compared to a modern probe with an additional broadband channel. Such a broadband
inverse detection probe provides the advantage of making a wide range of other nuclei accessible
which may be of interest in some applications. In addition when working with proteins only
labelled with'N this probe becomes preferable due to its better performance at the nitrogen fre-
guency compared to a triple resonance probe. This is because in a triple resonance probe the
nitrogen and the carbon frequency are transmitted by the same coil which is optimized for the
carbon frequency reducing the performance for pulses on nitrogen. In addition, the broadband
inverse detection probe can be used for the occasional direct detection of heteronuclei. In such
applications the sensitivity is about half of that obtainable on a probe with a heteronuclear broad-
band detection coil. For occasional measurementsiafr 1°F, a coil intended for proton pulses

can be tuned to excite and/or detect one of the two frequencies. However, proton decoupling with
these nuclei requires a dedicated probe in combination with special filters to prevent spurious
irradiation ofe.g.fluorine frequencyia the proton channel. A very versatile probe, a quadruple
resonance probe, is simultaneously tuneablérp3C, N, 3P and'H and can be used to
measure proteins and nucleic acids. However such probes have reduced specifications compared
to a triple resonance probe and the latter should be preferred for applications where one of the
heteronuclear frequencies is not required.

Probes are built for a specific sample tube diameter. The most commonly used diameter is 5 mm.
Probes for 3, 8 or even 10 mm are available but not so universally applicable. Typically large
diameter probes do not yet reach the performance expected by extrapolating specifications of a
5 mm probe. In addition these probes suffer from more severe problems with@essonance
because shimming tends to be more difficult and adverse effects like radiation damping are more
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pronounced (Section 5.4.1). Nevertheless in situations were a protein cannot be dissolved at the
desired concentration for a 5 mm tube a larger diameter sample tube is definitely an interesting
alternative.

Precise and stable control of the sample temperature in the probe is very important for optimal
performance of the spectrometer. More specifically the variable temperature (VT) control system
must fulfil the following requirements. Firstly, it must be very stable and keep the temperature
within 0.05 K of the set temperature. This is because the field-frequency lock is based on the deu-
terium resonance of water which is very temperature sensitive with a resonance shift of 0.01
ppm/K. Even small temperature changes will degrade the performance of the spectrometer by
causing field corrections which are not based on a field-frequency drift. Since many protein reso-
nances have a very small intrinsic temperature dependence these field changes can severely dete-
riorate the spectral quality. Secondly, easy and secure temperature stabilization is essential in the
temperature range from 273 K to 323 K where most experiments are performed. For proper oper-
ation of the regulation circuitry the input temperature of air supplied to the probe should be at
least 10 K lower than the temperature desired in the probe. A cooling unit which can deliver dried
air (or nitrogen) at 260 K at the probe entry facilitates the VT operation in the desired tempera-
ture range.

In recent years pulsed magnetic field gradients (PFGs) have found widespread applications in
experiments used for studies of biological macromolecules [71, 72]. To allow such experiments
to be carried out, a gradient channel which can deliver gradients up to 0.3 T/m (30 G/cm) or
more should be available. A gradient channel (Fig. 8) includes the gradient control hardware and
the gradient amplifier as well as a special actively shielded gradient coil in each probe. A gradient
shaping unit may not be absolutely necessary but is certainly a desirable feature when working
with strong gradients. Presently available triple axis gradient coils seem to reduce the perform-
ance of thez gradient due to interactions of the three different gradient coils. Currently most
applications require only agradient and the necessity of installing triple axis gradients on a par-
ticular spectrometer must be carefully evaluated.

Modern spectrometers use a general purpose work station as host computer which does not really
need a special configuration except for a fast link with the spectrometer computer. For optimal
performance large memory and disk capacities are an advantage. When operated within a compu-
ter network the host computer should not require any data for its operation as a spectrometer host
computer from the network to prevent spectrometer down times during network interruptions.

3.3 Radio frequency components

3.3.1 The transmitting path

The transmitting path starts at the synthesizer and ends at dodl in the probe (Fig. 8). The
synthesizer delivers the basic frequency for the transmitter which sets the final offset frequency,
duration and phase of th€pulse. The frequency can be set in steps of at least 0.1 Hz, the phase
in steps of ? or smaller and the pulse duration in steps of 50 ns or smaller. For shaped pulses the
time dependent amplitude of the pulse is formed according to a shape stored in a waveform mem-
ory. Before entering the final linear power amplifier the pulse passes through an attenuation stage
which sets the preset power level. Tifigpower can be attenuated from the maximum power over
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a very large range, typically over 80 dB (Eg. (3.2)) or more, in steps of 0.1 dB or smaller. From
the power amplifier the pulse travels to the coil and a linearly polarized, oscillating magnetic field
2B, is established across the sample during the pulse. When difiérigatjuencies are applied
during an experiment each channel has to be optimized by inserting a proper bandpass filter
between the power amplifier and the probe. This prewéritequencies widely different from the

one assigned to the channel from reaching the sample where the additional frequencies could
severely affect the measurement if they happen to mach another resonance frequency. As dis-
cussed in Section 2.1.1 only one of the two circularly polarized waves into vjatan be
decomposed interacts with the spins depending on the sign of the gyromagneyic ratio

2B; cos(2rvt) = By expf2rvgt) + By exp(+21vyt) (3.1)

Therefore, half of the transmitter power cannot be used to excite the spins. Typical transmitter
powers for protons are 50 to 100 W. Reference to Eq. (2.18) makes clear that for small values of
y higher power amplifiers are required to prevent exceedingly tbpglses with their unsatisfac-

tory excitation profile (Section 2.2.1). Consequently so calléequency amplifiers deliver 300

to 400 W. All elements in the transmitter path must be linear including the final power amplifiers
otherwise the performance of shaped pulses is compromised and tedious phase adjustments may
be necessary when using pulses with different power. Some shaped pulses require rather high
peak powers demanding the transmitter path to be linear to high power levels. The linearity has
the advantage that power levels of all the pulses can be calculated from one rectangular pulse
irrespective of shape, length, power and phase. This avoids the experimental determination of
these parameters which may be a rather cumbersome procedure.

In the following a few technical definitions and relations shall be presented which are important
in the context of the transmitter path. The transmitter powésr often expressed as a ratio to a
reference powel,os on a logarithmic scale (in dB units):

P [dB] = 10 logref/P) = 20 logl/;er/V) (3.2)

whereV stands for the applied voltage. TBe field is proportional to the voltage across the coil.
Suppose, for example, that the user wishes to double thp@6e length, then the voltage at the

coil must be halved and the power must be cut by a factor of four. Changing the pulse length for a
90 pulse by a factor of 2 requires a change in power by 6dB. Another scale, the dBm scale, indi-
cates the powd? based on the logarithm of its magnitude in milliwatts (mW)

P [dBm] = 10 logP[mW]) (3.3)
On this scale 100W correspond to 50 dBm or 1 mW to 0 dBm. The p&wdran amplifier can
be calculated from the peak-to-peak voltagg measured across a 50 Ohm load resistance using
the equation

P = Vp,7/400. (3.4)

Using Eg. (2.3) and (2.18, can be expressed in units of Gauss (G) and in units of kHz estab-
lishing a useful relationship between the two units

B,[G] = 0.2334B,[kHz] (3.5)
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The strength 0B, is often specified in units of Gauss instead of the Sl unit Tesla (T) which con-
tains 1¢ G. For example a8, field of 5 G corresponds to 21.42 kHz or a®98ulse length of
11.7 us.

Modern pulse sequences depend on phase and amplitude stabilityfopthees which are under
normal operating conditions set and maintained to high accuracy by the spectrometer hardware.
If it is suspected that the performance may have been degraded test procedures are available to
check for the pulse reproducibility on the spectrometer [129].

3.3.2 The receiving path

The receiving path starts in tliecoil in the probe and ends with the digitized signal in the com-
puter memory (Fig. 8). After being picked up by the receiver coil (Section 3.5.1) as an oscillating
voltage the signal is routed to the preamplifier. The typical voltage induced in the coil by the
nuclear magnetization of interest is in the rang@dfor smaller and transmission losses have to

be minimized by placing the preamplifier as close as possible to the detection coil. Together with
the receiving coil in the probe the quality of the preamplifier determines the maximal signal-to-
noise ratio §/N that can be obtained with a particular spectrometer. From the preamplifier the
signal is sent to the main electronic console where its frequency is converted to an intermediate
frequency range which is the same for all nuclei.

The use of an intermediate frequency allows a further treatment of the signal that does not
dependent on the nucleus measured. At the intermediate frequency the signal is split into two
channels. This is accomplished by mixing the signal with a reference frequency which has a
phase difference of §for the two channels. Thus the two channels correspond to a sine and a
cosine modulation of the signal, respectively, which determine the sign of the resonance fre-
guency with respect to the carrier frequency. This quadrature detection scheme allows reduction
of the bandwidth to be measured by a factor of two and concomitantly reducing the noj@ by

A further mixing step reduces the signal frequency to a few tens of kHz while maintaining a fre-
guency range of at least 100 to 200 kHz. The signal is digitized and submitted to a digital filter
which rejects all noise and possible signals outside the selected spectral range of typically a few
kHz. The resulting digitized signal is passed to the computer memory. If digital filtering is not
available narrow band analog filters have to be used before digitizing the signal. The benefits of
digital filtering are discussed in Section 2.4.4. The digitizer must have at least 16 bit resolution so
that the dynamic range is high enough to digitize signals from macromolecules dissolvgd in H
and the strong residual solvent signal simultaneously.

Some elements of the signal path discussed above need to be optimized by the operator of the
NMR instrument. Following the signal path starting at the sample first the receiving coil circuitry
needs optimization and has to be tuned to the proper frequency and matched to an impedance of
50 Ohms (Section 3.5.1). When heteronuclear decoupling is applied during acquisition a band-
pass filter for the observe frequency must be inserted between the probe and the preamplifier to
prevent noise created in the decoupling channel from entering into the detection path. Finally the
voltage of the detected analog signal must not exceed the dynamic range of the ADC or of earlier
amplification or mixing stages. A more detailed description of the receiving pathway lies outside
the scope of this article. More details can be found in excellent reviews on this topic [127, 128].
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3.3.3 The lock system

With modern NMR spectrometers a full width of a proton signal at half height of 0.3 Hz at
800 MHz can be obtained which requires a stability of better than. The stabilization of both

the magnetic field and theé frequency to at least the same order of magnitude is not possible.
Fortunately, only the ratio of these two factors must be stable T8 The desired experimental
conditions can thus be achieved by permanently measuring the NMR signal of a specific nucleus
and compensating the field for any deviation of this signal from its resonance position. This cou-
pling of the magnetic field to a resonance frequency, referred to as a field-frequency lock, typi-
cally uses the deuterium resonance. Deuterium can be incorporated in many solvents replacing
protons. The lock circuitry detects the dispersion mode signal of deuterium (Fig. 9). This signal

Vi

Fig. 9. Plot of the dispersion signal (voltay® versus the deviation of the main magnetic fial for the
deuterium signal which is continuously recorded with the field-frequency lock activated (thick line). The
thin line represents the lock signal with a wrongly adjusted phase setting.

has zero voltage precisely at the resonance of the reference compodBda & The lock cir-

cuitry detects any departure from the resonance position and converts it into a correcting current
which is fed into &, coil in the room temperature shim system. Ejeoil adds a small homoge-

neous magnetic field to the main magnet field to re-establish the original field-frequency lock
condition. The lock system requires the exact dispersion line which can be obtained by proper
adjustment of the phase of the detected signal. A wrongly adjusted phase makes the lock
response non-linear and generates a correction that deviates from the actually required field set-
ting. A situation that is indicated in Fig. 9 by a resonance that deviates from a dispersion line.

The power of the lock channel is usually set to be just under saturation. Changing the power set-
ting influences the phase of the detected lock signal and requires a readjustment of the phase. For
measurements in 4@ adding 5 to 10% of BO to the sample suffices to establish a good field-
frequency lock. In addition to the dispersion line used to maintain the field-frequency lock, the
absorption line can be used by the operator to assess field homogeneity during shimming. When
the system is not locked the magnetic field onzheoil is swept over a small range which facil-

itates finding the lock frequency. This field sweep must be switched off in special applications
where a spectrum without lock must be measured.

When working with large proteins uniform double labelling witN and'3C may no longer be

sufficient for a complete structure determination &Hdabelling may be used in addition [130].
Since the lock signal is derived from a deuterium resonance, every probe has a coil that is tuned
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to deuterium which can also be used to decouple deuterium [131, 132] and to apply full power
deuterium pulses [133]. In full analogy to the receiving channel the deuterium preamplifier has to
be protected during the application of deuterium pulses and the lock regulation has to be set on
hold. However since the deuterium channel was originally not intended for these uses the neces-
sary protection circuitry is not present on all spectrometers.

3.4 The Magnet

The magnetic field, removes the degeneracy of the nuclear spin energy levels. HigherBjglds
result in a better chemical shift dispersion in the spectrum and in a higher sensitivity which
depends orB,%? (Eq. (4.2)). After the initial installation of the magnet system the magnet
requires very little attention aside from the regular fillings of the cryostat with liquid nitrogen and
liquid helium to keep the solenoid in a superconducting state. On the other hand the magnet usu-
ally sets the most stringent boundary conditions for the selection of the installation site of an
NMR spectrometer. Superconducting magnets have noticeable fringe fields which extend from
the magnet by several meters depending on the field strength. Disturbances in the fringe field
interfere with the homogeneity of the field in the magnetic center of the solenoid where the NMR
experiment is performed. Control over the stray field area is therefore a prerequisite for stable
long term operation. Whereas movement of small ferrous items such as small tools in an area
where the stray field is smaller than 1 mT do not interfere noticeably with the performance, large
moving ferrous objects (cars, elevators) should circulate only in areas where the stray field is
smaller than 0.1 mT. For safety reasons the 0.5 mT stray field should be contained within the
NMR laboratory. Newly developed actively shielded magnet systems permit to greatly reduce the
stray field and consequently its adverse effects. A 500 MHz actively shielded magnet produces a
field of 0.5 mT in a maximal horizontal distance of 1.3 m which compares favourably with the
3.0 m for a conventional magnet. Actively shielded magnets promise to greatly reduced interfer-
ence from the environment and will probably replace conventional magnets in the future except
for the highest field magnets which are running at the technical limits. In addition to magnetic
interferences the performance of the spectrometer is very sensitive to vibrations. Vibrations are
transmittedvia the magnet stand ea vibrating ferromagnetic objects which result in small fluc-
tuations of the magnetic field producing sidebands in the NMR spectrum.

Magnetic fields are measured in Tesla but in NMR often the proton resonance frequency in MHz
at the corresponding field is used instead, for example 17.63 T correspond to 750 MHz. NMR
systems above 100 MHz require superconducting magnets which are operated at the temperature
of liquid helium which is 4.2 K at standard pressure and for the highest available fields even at
2 K. The magnet coils are constructed using niobium alloy wires embedded in a copper wire
which allows the winding of a solenoid. The niobium alloys used become superconducting at low
temperatures unlike copper. In the case of a sudden, unintentional collapse of the superconductiv-
ity, known as a quench, much of the current may flow through the copper. In addition copper
guarantees efficient heat dissipation which helps to prevent damage to the superconducting wire.
However most of the energy is dissipated by protective resistors which are placed in parallel to
the main coil. After a quench the solenoid can usually be recharged with no loss in performance.
At a critical current density and magnetic field strength superconductivity is lost and for presently
used materials these two factors are the principle limitations in the design of ever higher field
magnets. The stability needed for high resolution NMR magnets requires operation in a persistent
mode,i.e. with no connection to a power supply after the initial charging. Consequently the joints
which connect different superconducting wires must have an extremely small resistance to mini-
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mize the gradual reduction of the magnetic field. This drift of the field is very small indeed and
even at 750 MHz the proton resonance frequency typically shifts only by 5 Hz in an hour. With
this drift rate it would take 23 years before the field is reduced by only 1 MHz (0.024T).

In addition to the main coil, a superconducting magnet contains additional superconducting coils,
shim coils, which produce specific magnetic field gradients that can be used to improve the basic
homogeneity of the main coil. Still the homogeneity required for high resolution NMR experi-
ments can only be reached by additional non superconducting shim coils which are mounted in
the room temperature bore of the superconducting magnet. Typically 30 different room tempera-
ture shims are available making possible lineshapes which have a full width of 0.4 Hz at 50% of
the peak maximum, 5 Hz at 0.55% and 8 Hz at 0.11% with a non-spinning sample of 1% chloro-
form in dg-acetone. Spinning the sample can improve the lineshape but at the same time intro-
duces instabilities which may compromise the performance of multidimensional NMR
experiments. These are consequently run without spinning the sample (Section 3.5.1). Shimming
directly on the rather broad J® resonance of a protein sample can be rather cumbersome
because it is not so sensitive and responsive to changes as for example the deuterium resonance
of dg-acetone. In order to obtain optimal homogeneity it seems helpful to have a range of samples
for shimming which have different filling heights and a susceptibility matched to that of water.
For example, a mixture of 3% chloroform, 84% CBg@hd 13% g-acetone fulfils this criteria.
Modern spectrometer offer gradient shimming procedures [134] which are most effectively used
for solutions in HO. With such gradient shimming procedures starting from some standard shim
values a good homogeneity on protein samples can routinely be obtained in a few minutes with-
out interaction of the operator.

3.5 The probe

3.5.1 The radio-frequency coll

The probe contains resonance circuitry with a coil that acts as antenna which transmits the radio-
frequency pulses to the sample and subsequently receives the response of theagpapre-
cessing magnetization which induces a voltage across the coil. The use of two different coils for
transmitting and receiving would have some conceptional advantages but designs with two coils
at the same frequency suffer from interference effects between the coils and result in inferior per-
formance. The coil produces a linearly polarized oscillating magnetic fi&Jdp2rpendicular to

the main static magnetic field (Section 2.1.1). The coil is mounted in the probe with some solid
material and possibly glue. Special care is taken in the choice of materials to limit the back-
ground NMR signal from such material at the detection frequency.

One coil can be tuned simultaneously to at most three different frequencies or can be designed to
be tunable over a whole range of frequencies with one additional fixed frequency. Best perform-
ance can be obtained for coils which are optimized for one specific frequency only. A probe con-
tains one or two coils with different frequency ranges. The receiving coil requires mounting as
close as possible to the sample and is usually optimized for one receiving frequency and in addi-
tion tuned to the lock frequency. If more frequencies are needed the probe contains one additional
coil outside of the receiving coil. This coil finds application for decoupling or polarization trans-
fer experiments. With current technology only one of all the possible frequencies can be made
tunable over an extensive range, for example from'f\eto the 3P resonance frequency, the
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other tuning ranges must be narrow and allow only the adjustment for one nuclear species.

One of the parameters characterizing the coil is the quality factor Q which describes the damping
in the coll circuitry. In general, the higher the Q the greater the sensitivity and the largér the
field that can be obtained with a givehpower. Since Q characterizes the damping, it describes
also the lag time for any changes in ttigpower or phase. The lag time in nanoseconds is approx-
imately equal to the value of Q. Typical Q values lie in the range from 300 to 400. With supercon-
ducting coils much higher Q values can be reached [135] but the low tolerance to salt and the
multinuclear capabilities of superconducting probes limit their applicability for measurements
with biological macromolecules. The response of the resonance circuitry of the probe depends on
its electric and magnetic properties. Using sample spinning these properties can be modulated by
a non-cylindrical shape of the sample tube or small imbalances in the spinning rate. Such modu-
lation produce small, varying sidebands in the NMR spectrum which often lead to artifacts in
multidimensional NMR experiments. Hence, these spectra are measured without sample spin-
ning. A high Q is only one of many requirements for good overall performance of a probe. For
sensitivity reasons the coil must be mounted close to the sample. This spatial proximity can cause
problems when the coil and the surrounding medium, usually air or nitrogen used for the temper-
ature stabilization, do not have the same magnetic susceptibility. In this situation the presence of
the coil may distort the main static magnetic field in the sample which can render shimming very
difficult. Coils can be produced which match the slightly different susceptibilities of nitrogen or
air and should be used with the corresponding gas.

The spatial homogeneity of the radio frequency fiBldapplied during the pulses constitutes a
further important property of the coil [136]. With an inhomogeneBuydield not all the spins in

the sample experience the same nominal pulse length. Whereas for a sifglal$€® this is

hardly a problem, complicated pulse sequences with numefquases may suffer from sub-
stantial signal loss and from increased number of artifacts. A common measurefdidmeoge-

neity uses the ratio of the signals obtained after £§il0se and after a $Qulse. Theoretically

this should result in the same signal amplitude, in practice signal loss occurs mdiuettomoge-

neity. A good probe produces a ratio larger than 75%. A further problem which is partly related to
the B, inhomogeneity comes from the electric field caused byrthaulse. In aqueous protein
solutions the electric field leads to a substantial sample heating during the application of long
pulse trains, for example during decoupling or TOCSY sequences. Due to the inhomogeneity of
the electric field the heating is not uniform and the temperature increase in some parts of the sam-
ple may be significantly higher than the average temperature rise observed. Generally the average
temperature in the sample depends on the experiment performed and can be different for the
same settings of the variable temperature control system. When the sample volume is limited to
the coil size or slightly smaller, thB; homogeneity can be improved and the heating reduced
[127, 137]. This can be accomplished by limiting the sample volume to the appropriate region
using a sample plug inserted into special NMR tubes. The plugs have a magnetic susceptibility
that is matched to the solution. None the less some more tedious shimming may be required.

A probe must fulfil very stringent requirements. The optimal performance of a coil can easily be
compromised by choosing the wrong operating conditions. The best sensitivity is obtained when
the coil is tuned exactly to the resonance frequency of the individual nuclear species for every
sample. In addition the coil has to be matched to the impedance of the transmitter and receiver
path, usually 50 Ohms, which is required for optimum transmission ofrftimilses and the
induced NMR signavia the coaxial cables. A filter inserted in the transmission path directly
before the probe forms part of the circuitry and should not be removed for tuning and matching.
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The insertion or removal of a filter should not lengthen the duration ofa@&e by more than
5% under optimized conditions.

3.5.2 The magnetic field gradient coll

Modern probes not only contarficoils but in addition actively shielded coils for the application

of magnetic field gradients in one or three dimensions. To obtain a gradient strength of 0.5 T/m
(50 G/cm) these coils are driven with currents in the range of 10 A. When switching such large
currents on and off, for example at the start and end of a rectangular pulse, the gradient coil tends
to vibrate and in addition eddy currents are induced in the surrounding metals used to build the
probe. These effects interfere with the requirement of a very fast recovery of the basic, very
homogeneous magnetic field after the application of a gradient pulse. Modern probes equipped
with a z gradient reach full recovery of the homogeneity within 1@0after a 2 ms rectangular
gradient pulse with a strength of 0.5 T/m. Even shorter recovery times are obtained for smoothly
changing pulse amplitudes such as sine or elongated sine square shapes [68]. For triple axis mag-
netic field gradient coils the interference between the different gradient coils in general increases
the individual recovery times. On the other hand triple axis gradients offer much more flexibility
and less hassle in preventing the accidental refocusing of undesired magnetization during a pulse
sequence. Furthermore efficient automatic gradient shimming can be used for all shims. With
only az gradient the room temperature shim coils may be used for gradient shimming of non-
axial shims but this procedure is less efficient and tends to be less reliable.

For many applications the absolute gradient strength does not need to be known very precisely
and a simple calibration procedure can be used to obtain the approximate gradient strength. If the
gradient is applied during the acquisition of the water signal in,@ Hample the width of the
resonance lindv in the absolute value spectrum is related to the approximate gradient strength
G;, with i representing the, y or z axis, by

G, = 2l (yd) (3.6)

whered stands for the dimension of the sample in the direction of the applied gradient. Along the
z axis the sample is generally longer than theoil andd is set to the length of thg coil. A

more precise calibration can be obtained by measuring the diffusion of a compound with known
diffusion constant [68]. Although the absolute strength of gradients rarely need to be known very
accurately, the relative strength must be set very precisely in experiments using gradients for the
selection of coherence pathways (Section 4.4) otherwise severe signal loss will occur. For exam-
ple, a gradient with strength 0.3 T/m and a duration of 2 ms is applied to proton magnetization
which should be refocused after a £8ulse by an identical gradient. To refocus 95% of the
original signal the strength 0.3 T/m of the refocusing gradient must be set to a precision better
than+4-10* T/m (Eq. (2.31)).

3.5.3 The variable temperature operation

The sample temperature must be controlled very precisely to prevent temperature drift. This is of
particular relevance to studies in aqueous solution wig® Bs the lock substance. Water exhibits

a large temperature dependent resonance shift of 0.01 ppm/K. With an unstable temperature the
lock system will try to compensate the shift of the water resonance which results in a shift for all
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other resonances with a different temperature dependence. In multidimensional NMR experi-
ments individual resonances will no longer be completely aligned when evolution times are
incremented leading to noise bands in the specttymojse) which run perpendicular to the axis

of the direct dimension. In addition, temperature instability contributes to increased subtraction
artifacts for phase cycles and in difference spectroscopy.

For temperature regulation air flows around the sample tube after passing an electrical heating
element, and a feedback system regulates the temperature of the air by controlling the power fed
to the heater. For a good performance of the temperature control, the input temperature of the gas
flow when entering the probe should be at least 10 K lower than the temperature required at the
sample position. In addition, the flow rate must be high enough to efficiently cool the coil and
sample during periods of extensidarradiation, for example during decoupling or TOCSY mix-

ing periods. In experiments containing such sequences the probe temperature is usually set lower
than the actual sample temperature required, in this way a compensation can be obtained for the
average heating effect in the sample. This lower temperature can be determined experimentally
by comparing the shift of an isolated resonance in a 1D spectrum, for example a methyl reso-
nance, using only one excitation pulse eliminating the specific heating and in a spectrum with the
actual sequence. Good cooling capacity requires high flow rates which may interfere with the
probe performance if the flow induces vibrations of the coil or even movements of the sample.
Vibration sidebands of the coil typically occur at frequencies of several thousand Hertz, are rather
broad and can severely deteriorate the spectral quality. These sidebands are most easily detected
around a strong solvent line and can be identified by their sensitivity to the air flow rate.

When the temperature regulation fails, built in security circuits and properly chosen regulation
parameters should prevent any damage to the sample in the probe. For example, a heater failure
may freeze or overheat the sample depending on the false heater current set by the system and
depending on the temperature of the gas used for regulation. On the other hand, when the gas
flow stops, the regulation may set the heater current to high values in a attempt to stabilize the
temperature. With the normal gas flow re-established a heat wave will reach the sample which
may denature the protein. These scenarios should be kept in mind when choosing the parameters
for the regulation system.

3.6 Stability of the system

Instabilities during the measurement of a multidimensional NMR experiment introduce noise
bands in the spectrum which run perpendicular to the frequency axis of the direct dimension and
may severely distort the spectral quality. Such noise bands are generally referreq tose

since they were first observed in 2D spectra running parallel to the axis of the indirect dimension
[16]. Any incoherent changes of the signals forming the FID in the indirect dimension may cause
t; noise. Modern NMR spectrometers possess a remarkable internal stability and reproducibility.
In many cases it is not an inherent instability of the NMR spectrometer which limits the perform-
ance but the interaction with an unstable environment. For optimal performance of a high field
NMR spectrometer the NMR room should be far enough from any outside electromagnetic and
mechanic source of interference and the temperature of the room should be regulated to within
one degree. Mechanical vibrations of the magnet system in the range of a few Hertz are difficult
to compensate for but may severely interfere with NMR difference techniques as for example
used in some hydration measurements (Section 5.3). Special care has to be taken to prevent oscil-
lating disturbances which potentially have more influence on the performance than a correspond-
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ing random fluctuation [138]. Even in a very stable environment exceptional circumstances may
still affect the measurement. In multidimensional NMR experiments with biological macromole-
cules, data sets are typically acquired over a period of several hours to several days and the results
obtained critically depend on a high stability of the system during the entire recording time. Even

a short, transient instability in the magnetic field homogeneity or a transient temperature varia-
tion can severely distort a data set. For this reason some key experimental parameters of the over-
all performance of the spectrometer should continuously be monitored and stored in a file [138].

The lock level, sample temperature and room temperature are particularly sensitive parameters
for the detection of any malfunctioning or external disturbance. If the user detects any distur-
bance when inspecting the recording file he can restart the experiment at the point of interference
or repeat the measurement of the corrupted FIDs before removing the sample from the magnet or
changing any measurement parameter. These FIDs can be introduced into the multidimensional
data set and a complete repetition of the measurement becomes unnecessary. The recordings are
not only useful for the evaluation of individual experiments, but they also serve as a database for
the design of improved laboratory facilities. The permanently stored recordings enable the instru-
ment supervisor to inspect the instrument performance for repeated interferences, which can pro-
vide a lead to the cause of the malfunctioning. If the recordings are stored digitally on a computer
remote control of long-term measurements becomes possible from any computer inside or out-
side of the laboratory. Although it appears that the recording of the lock level, the sample temper-
ature and the room temperature monitors most disturbances that lead to spectral distortions an
even more rigorous surveillance could be envisaged, possibly including the current serg,to the
coil by the lock system, the pressure at the helium outlet, the air flow for the temperature regula-
tion and an indicator for thé power at the amplifier output.
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4. Basic Segments of Pulse Sequences

The first applications of 2D NMR for studies of proteins in aqueous solution used only very few
pulse sequences [5-7]. Today, a vast number of experimental schemes exist and new ones are
continuously developed. Fortunately, a pulse sequence usually consists of a number of portions
which belong to a rather small group of key segments from which most experimental schemes
can be constructed. Many of the basic segments can be described in the framework of the opera-
tor formalism for spin% nuclei [28]. For segments based on relaxation or strong spin-spin cou-
pling, for example NOESY or TOCSY mixing periods, more extensive quantum mechanical
treatments have to be applied. Once the key segments are characterized they can be used to
sequentially analyse complex pulse sequences segment by segment.

Fig. 10 shows a pulse sequence diagram which shall serve as an example to illustrate that a pulse
scheme is constructed from a limited number of basic segments. Above the pulse sequence the
individual basic segments are indicated with a short description and a number in brackets indicat-
ing the figure which describes the corresponding segment in more detail. For example the transfer
of magnetization from one nuclear species to another is used six times in this sequence. In the
pulse scheme narrow and wide black vertical bars represénared 186 rf pulses which are

drawn on different horizontal lines for different frequencies. In this example the resonance fre-
guencies for proton (H), nitrogen (N), carbonyl carbon (C’) andarbon (C) nuclei are shown.

An additional horizontal line labelled G indicates where pulsed magnetic field gradients are
applied. The first 99 rf pulse on H excites proton magnetization and at the very end of the
sequence during the peridglproton magnetization is detected. The experimental scheme corre-
lates the chemical shifts of the amide proton and nitrogen (HN) witlatbarbon chemical shift

(CA) of the preceding residue in the amino acid sequenaédhe intervening carbonyl carbon

(CO). This 3D experiment is called HN(CO)CA [139, 140] which is an acronym that summarizes
the magnetization transfer and the nuclei from which the chemical shift is measured. A cross
peak in the corresponding 3D spectrum indicates a connegtithe peptide bond of two
sequential amino acids in a fuIP35N/13C enriched protein. Hence the experiment facilitates the
sequential assignment of all amino acid spin systems in a protein. A detailed discussion of the
HN(CO)CA experiment can be found in the original publications [69, 139, 140], but for the
present purpose a brief summary suffices. The sequence starts with the excitation of amide proton
magnetization which is subsequently transferred to the attatchucleus whose chemical

shift is measured during. Next the magnetization is transferreid the C’-carbon of the preced-

ing residue to that residu@scarbon whose chemical shift is measured dutipngubsequently

the magnetization is transferred back to 1A nucleus of the original residuga the C’-carbon

and finally to the amide proton where it originated. During the petidte amide proton signal

IS measured.

In the following, commonly used key segments are analysed on the basis of a two spin system
with the scalar coupled spinsandS Strong spin-spin coupling is not considered unless abso-
lutely necessary, for example in TOCSY sequences. The key segments which are discussed in
this section are visually represented by pulse sequence diagrams which all use the same conven-
tions (.9.Fig. 11 and Fig. 12). Thin and wide black vertical bars on the horizontal lines labelled

| and S stand for 90and 188 rf pulses applied to theor Sspin, respectively. Altf pulse have

phase x unless indicated otherwise at the top of the pulse bars. The excitation pulse in the
sequences is omitted and must be added when applying the segmstdtes of the spin system.

The resonance frequency bandS are denotedv andQ, respectively. For strictly homonuclear
segment$ andSare assigned to only one line labelled 16g.Fig. 13). Decoupling and mix-
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Fig. 10. Experimental scheme for the HN(CO)CA experiment [139, 140] used to illustrated the segmenta-
tion of a pulse sequence into a limited number of different basic segments. The vertical lines above the
pulse sequence indicate start and end of individual basic segments of the pulse scheme. The text between
these lines describes the action of the particular segment and the number in brackets indicates the figure in
the main text that shows the corresponding segment. At the very top common combinations of key seg-
ments (Section 4.5), for example INEPT, are indicated with the number of the figure in brackets where they
are discussed. The abbreviations H, N, C’ and C stand for the amide proton, the nitrogen, the carbonyl car-
bon and thex-carbon nucleidyy, Jye andJec represent the scalar coupling constant between N and H,

N and C’ and C and C’, respectively,stands for chemical shift. In the pulse scheme narrow and wide
black vertical bars represent®@and 188 rf pulses which are indicated on different horizontal lines for
different frequencies: H, N, C’ and C stand for the resonance frequencies of the H, N, C’ and C nuclei,
respectively. Allrf pulses are applied with phase x unless indicated otherwise on top of the pulse bars
wherey stands for the phase cycle x, X, —x, 4dor x, —x andy for the receiver cycle x, —x, —x, x. Pulsed
magnetic field gradients (PFGs) are indicated on a separate horizontal line labelled G and PFGs with the
same label Ghave the same strength and duration which differ from all other PFGs. The time pigrigds

andtz denote the three chemical shift evolution periods. The time periods Ialzmltealnds are necessary

to prepare the correlation between different nuclei and have the vAIEFeSIJNH) T= (4JNC) and
e=(Jcc)™

ing sequences are indicated by striped rectangeags Fig. 11 and Fig. 14). To indicate pulsed

field gradients an additional horizontal line G is added to the sketehg$-(g. 22) and PFGs are
indicated by grey rectangles. Rarely used graphical objects are explained in the figure legends.
Together with the figures there are tables provided which summarize the transformation proper-
ties of the key segments using the product operator formalism. Preference is given to a descrip-
tion using the shift operator basis which allows a more compact formulation of evolution due to
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chemical shift and magnetic field gradients. In some instances operators in both basis systems are
indicated facilitating the link between the currently more commonly used cartesian basis and the
shift operator basis. Cartesian operators are used only in cases when they allow a much more
compact description.

4.1 Evolution segments

Evolution segments consist of a time perioduring which the spin system evolves essentially
free from externakf disturbances except possibly one or two A@@ilses (Fig. 11). During

t transverse magnetization components evolve due to their chemical shifcangling. Typical
examples which use evolution segments are the incremented time periods introduced in pulse
sequences to obtain multidimensional NMR experiments or the fixed time periods used for the
preparation of in-phase and anti-phase spin states in heteronuclear experiments. Evolution seg-
ments can easily be analysed using the product operator formalism. Fig. 11 shows different
chemical shift evolution segments and Table 4 presents the transformation properties of typical
two-spin states when submitted to these sequences. In multidimensional experiments the time
periodt in these sequences may be incremented during an experiment to sample frequencies in
indirect dimensions. When a 9@ulse at the start of the evolution segment bringsagnetiza-

tion into the transverse plane the effective evolution of these magnetization components due to
the chemical shift has a longer duration than indicated. Byhis is a consequence of the non-
ideal behaviour off pulses (see Appendix). Resonance lines with an offgétom the carrier
frequency acquire a phase error in units of radianstgvk during a 99 pulse with duratiorgg

and strengthyB; [16, 24, 26]. The linear offset dependence of the phase error holds asvpng as

is less thanyB; [16]. Hence, an off-resonanc@ Pdise can be treated as an ideal pulse followed

by an evolution period given bty = 2tgg/Tt. Similarly rotating transverse magnetization to the

axis can be treated as an ideal pulse preceded by a leldrqy/Tt[141]. Thus there is an effec-

tive increase of by t, or 2t, depending on whether the evolution segment is bound by one or two
90° pulses, respectively. When evolution segments are used in multidimensional experiments to
sample the resonance frequencies in indirect dimensions this inherent evolution time leads to a
linear phase gradient of the signals which can be corrected by a first order phase correction. How-
ever, a linear phase correction may introduce baseline curvature [97, 99] and should be avoided
unless the correction is an exact multiple of 98¢hich leaves the baseline unaffected. Conse-
quently the initial evolution time;,; in the indirect dimension is often set to half a dwell time
which results in a linear phase dependence o E80oss the spectrum. The inherent evolution
time can then be compensated by a subtraction fggmAn additional benefit is that folded
peaks in such a spectrum have opposite sign simplifying their identification.

Fig. 11B presents a segment where the net evolution off $#pén at the end of the periddioes

not depend on the scalar couplidgThe state of spih at the end ot is unaffected by the cou-

pling with Sspins. Fig. 11C depicts a segment where the statabthe end of is unaffected by
chemical shift and J coupling and has effectively only been inverted by tHeplé€e. In practi-

cal implementations the performance of the sequences in Fig. 11B and C may suffer due to the
limited inversion and refocusing profiles obtained for real®@@ises which may introduce arti-

facts in the final spectrum. A 18@ulse with strengtly B, inverts for example only 80% of the
magnetization at an offset as small as B, and at the same offset it refocuses less than 85% of
X magnetization when applied along thexis (Fig. 7). The inversion profile can be substantially
improved using simple composite pulses, a solution which is not available for refocusing pulses
(Section 2.2.1). Imperfect pulses result not only in a loss of sensitivity but in addition unwanted
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Fig. 11. Schemes for typical segments used to allow dpiosvolve due to chemical shift and/dicou-
pling for example in multidimensional NMR pulse sequences. The $pmslve due to chemical shift in
sequences A, B and D, and in sequence A in addition due to scalar coupling3syhms. Table 4 presents
the transformation properties of these sequences.

Table 4
Evolution due to chemical shift and/orJ coupling
Fig. 11 initial resulting product operators describing the

g state transformation properties of the sequence
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peaks may appear in the final spectrum. In evolution periods of multidimensional NMR experi-
ments the EXORCYCLE (Section 2.2.1) should be used to prevent the appearance of artifact
peaks in the final spectrum, alternatively pulsed field gradients fulfil the same purpose (Section
4.4). For the segment in Fig. 11B the alternative sequence in Fig. 11D can be used which main-
tains the decoupled state lothroughout the periotlby the application of a decoupling sequence
(Section 4.3).
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Fig. 12 presents typical pulse sequence segments used to prepare and/or select special spin states
obtained from evolution due to scalar couplings. The segment in Fig. 12A transforms in-phase
into anti-phase magnetization or vice versa depending on the initial state (Table 5). The total evo-
lution time periodr is kept fixed and the application of a 18® both spins refocuses the chemi-

cal shift of thel spins but maintains the evolution due to scalar coupling. This sequence finds its
application typically in heteronuclear experiments where nuclei of different species are brought
into an anti-phase state to prepare a coherence transfer or where magnetization is refocused from
an anti-phase state after a coherence transfer step to obtain observable magnetization. To counter-
act relaxation the delayis usually set to values shorter than the optimum dj2needed for
complete evolution into anti-phase magnetization. In practical implementations the performance
of the 18® pulses requires special attention to avoid artifacts in the spectrum and the discussion
in conjunction with Fig. 11B and C is valid here as well.

Evolution due tal coupling is also used to prepare states which differ in sign allowing a separa-
tion of signals from species where nudl@re bound to a nucle&from those where nucléiare

not bound to a nucleuS(Fig. 12B and C) [142, 143]. Using this segment, for example, prdtons
bound to a°N nucleus can be separately observed from protbnst bound to"°N. For the sep-

aration of the two classes of nuclei the segment is applied twice, once witifan8@nce with-

out a 188 pulse on theS spins. For both the filter element (Fig. 12B) and the half filter element
(Fig. 12C) the difference of the two signals thus obtained selects resonances of the nuclei which
are bound to a heteronucleus and for the half filter the sum selects the resonances of the nuclei
not bound to a heteronucleus [143]. Half filter experiments can for example be used to observe
the interaction of the amide protons separately from those of the aromatic protons in a homonu-
clear 2D experiment of &N labelled protein. In a further application, nuclei from two different
molecules in a sample can be observed in two separate spectra when one molecule is labelled
with a heteronucleuS and the other is not [144, 145].

In practice two 98 pulses are used to form the £8ulse on theSnuclei (Fig. 12B and C). Two
experiments are performed, one with the safrghase for the two $0pulses to produce a 180
pulse and one with a phase difference of 48&fr the two 9¢ pulses producing an effectivé 0
pulse. The reason for this technical trick lies in the poor inversion profile of the difiee. The
90,90 , pulse sandwich results only in & 8egree pulse on resonance, off-resonances it shows
an excitation profile that very closely matches the inversion profile of & p8&e in the fre-
quency range yB,. Hence, the 9®0_, pulses compensate the non-ideal behaviour of th€ 180
pulse and reduces signal contributions from thgpins when non-bondeH spins are to be
selected. This technique improves the selectioi @pins but spurious signals bfresonances

still constitute a permanent problem [143]. Not only must the®¥0se invert all theSspins, but

the filter delay must exactly matchl)Zl. The latter condition often cannot be fulfilled since the
values of the coupling constants vary particularly if the heteronuclet®ds In addition the
labelling fraction of theS nuclei must be 100% otherwise breakthrough cannot be prevented. In
contrast to the problems with the selection of Hheesonances the selection of theesonances
usually constitutes no problem because imperfections do not intrddws@n resonances but
merely reduce th&/N of the selected resonances. This discussion of filter elements with two
spins qualitatively applies to systems with more spins as long as the heteronuclear coupling con-
stants are much larger than the homonuclear coupling constants amohgritiél spins and
among theS spins [143].
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Fig. 12. Typical schemes for the preparation of spin states based on their evolution due to scalar coupling.
Sequence A transforms in-phak@nagnetization intd magnetization in anti-phase to sp8and vice

versa. B and C allow to separate spinghich are bound to spis from thosel spins (H) which are not

bound toS This is achieved by properly adding or subtracting two scans, | and Il (Table 5), with phase x
and —x for the second 9(ulse applied to th& spins. Table 5 presents the transformation properties of

these sequences.

Table 5
Preparation/selection of states based on their evolution due docoupling
Fig. 12 initial resulting product operators describing the
9 state’ transformation properties of the sequenc%
I* 2i 17S, sin(ruJt) + 1~ cos(ur)
A 21's, —i17 sin@ut) — 27S, cos(ur)
21t st 2 s
F+HY () + (1) = 21F cosgult) e WDt 4 o+ g e(H)t
B P+ HY | (1) = (1) = 4i ITS, sint) &)
HY+217S, | (1) + (1) = =2i I'sinut) e 0t + 24+ gi@H)t
H*+21*S, | (I) = (Il) = —41%S, cosut) &)
HY +1* h+@ny=2H"
C HY +1* m-=qn==217
H*+21*S, | N+ (l)=H=+2"S,
H*+2I*S, | (h-@n=0
1 andH stand for the same type of nucleus; the spare coupled to the spissand
the spindH are not coupled to S spins, the spiandH are not coupled.
¥ (1) stands for the segment where botR pOlses ors spins are applied with phase
and (I1) for the segment with phases x and —x. (1) + (ll) represents the sum of the two
scans, (1) — (Il) the difference; the resonance frequencies bftitheH spins are
indicated byw(I) andw(H), respectively.
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4.2 Transfer segments

4.2.1 Homonuclear through-bond transfer

Magnetization transfer between spins is based on through-bond connectisatissouplings, on
through-space interactionga NOEs and ROEs or on chemical exchange. Transfer segments
accomplish magnetization or coherence transfer and establish a correlation between the spins.
The simplest transfer segment consists just of A4@0se that acts on homonuclear anti-phase
magnetization developed during an evolution time petidde to scalar coupling (Fig. 13A). The

90° pulse acting on anti-phase coherence causes a coherence transfer. This segment was embed-
ded in the first 2D experiment proposed [3, 4] which was later named COSY which stands for 2D
correlation spectroscopy [7, 146, 147]. In proteins usually only couplings over a maximum of
three chemical bonds are large enough to manifest themselves in a COSY st%iﬁ, #H]E

COSY experiments the anti-phase magnetization cannot be refocused due to the widely different
coupling constants. In multidimensional spectra anti-phase multiplet signals are thus obtained
which contain positive and negative contributions that tend to cancel each other for broad reso-
nance lines. When the coupling constants vary only in a narrow range as for aliphatic carbon cou-
pling constants if3C labelled proteins, refocusing of the anti-phase magnetization obtained after
the transfer step becomes possible and in-phase peaks can be obtain in the spectrum.

The sequence in Fig. 13B is closely related to the COSY sequence and excites multiple quantum
coherence [148]. In-phase magnetization evolves into anti-phase magnetizationdduado

scalar coupling. A 180pulse refocuses the chemical shift evolution. Setting the ppagahe

9(° pulse at the end of the segment to X results in even-quantum coherences being detected
whereas forp = y odd-quantum coherences are obtained [149]. The length of the time geriod

the number of coupled spins and their mutual coupling constants determine the exact states that
can be created. Again, the product operator formalism suffices to analyse the sequence (Table 6).
Multiple quantum coherences angimes more sensitive to magnetic field gradients and phase
shifts of rf pulses than single quantum coherences and similarly have proportionally larger sus-
ceptibility to the effects of pulse imperfections, a fact that may influence the performance of the
seguence in practical implementations.

The double quantum filter segment shown in Fig. 13C eliminates coherence pathways which do
not pass coherence level |p| = 2 between the twhbpdlses and are not in the coherence state

p = -1 after the second pulse. Hence, coherence order chApg#s-3 or +1 are selected (Fig.

1). Following the recipe given at the end of Section 2.1.2 the appropriate phase cycling scheme
can be designed [38]. WitN = 4 phase steps dfp = 9(F the pulse phase cycle becomgs x, y,

—X, =y and the signal must be accumulated with the receiver cycling through x, -y, —x, y (Fig.
13C, Table 6). More generally a multiple quantum filter consists of twip@@ses which are sep-
arated by the time to switch the phase of a pulse, typically two microseconds. By proper phase
cycling of the phase of the second pulse the coherence level between the pulses that contributes
to the final signal can be selected.

Nuclei separated by more than three chemical bonds but belonging to the same spin system can
be correlated using several COSY-steps. Depending on the size of the coupling constants
involved this approach may be limited to very few steps by transverse relaxation. Total correla-
tion (TOCSY) mixing sequences (Fig. 14) offer a more efficient scheme where all transfers are
active simultaneously and the relaxation depends on a mixture of longitudinal and transverse
relaxation rates and is therefore slower than in a COSY-step. In addition the TOCSY sequence
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Fig. 13. Schemes of typical homonuclear through-bond transfer segments used in multidimensional NMR
pulse sequences. Segment A represents a COSY type transfer. Segment B serves for the creation of multi-
ple quantum states; the phagallows selection of even or odd multiple quantum coherence to an order
which depends on the number of coupled spins. Segment C represents a double quantum fifterayith

Y, =X, =y and the receiver phase x, -y, =X, Y; this element selects coherences which pass through a double
guantum state between the two pulses. Table 6 presents the transformation properties of these segments.

Table 6
Homonuclear through-bond transfer segments
Fig. 13 initial resulting product operators describing the
9 state transformation properties of the sequencE
I* (I7+1% + 2i,) (i(S —S") sin(ut) + cos(uUt)) /2
ly — Iy cosQ'_[Jt) sin((_ot) +1, cosfut) cost) + 2, S, sin(ut) cosgut) +
+ 21,5, sin(ut) sin(t)
I*'S, | —i(Im+1* + 2il,) (5 —S) cosut) + sinfut)) e'“/2
A 2,S, | —Iy cosgut) sinqut) —I, sinwt) sinut) + 21, S, sin(wt) cosut) +
— 2,5, cos(ut) cosqut)
7S (1T + 1T+ 2il,) (S + S+ 2iS,) el(@rt
2,5 | — 2,5, cos) sint) + 2,5, costat) cosQt) — 2, S, sin(wt) sinQt) +
+ 21,S, cos(ut) sinQt)
B | @=x: —l,cosfut) — 2,S, sin(rt)
y ®=y:—lycosfut) — 2, S sin(rY
I* 0
C %S, | HLST+S)2 - (T +1N)S)2
27S" | I7(3S" -S)/4-17(S"-3)/4 +1.S,
T For the transformation under the sequence of Fig. 13C the sum of four transients is indicated which is
obtained with the phase cyape= X, y, —x, =y and the concomitant receiver cycling x, =y, =X, V.
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also transfers in-phase magnetization in contrast to COSY which transfers only anti-phase mag-
netization. The TOCSY transfer segment consists of a strong spin-lock mixing sequence [43, 44]
(Fig. 14). The different mixing sequences available have rather similar average power require-

ys T

“—T1—>

Fig. 14. Scheme for a homonuclear TOCSY transfer segment. Dutting spinsd andS are spin-locked
with a strongf field which makes possible magnetization transfer froml tteethe S spin, and vice versa,
according to Eq. (2.9).

ments. The choice of the sequence depends on the orientation of the magnetization at the start of
the sequence, whether the mixing is applied to protons or other nuclei and the required efficiency
of the mixing for magnetization components in the three spatial dimensions. All mixing
sequences simultaneously transfer magnetization components aligned along the mixing axis or
perpendicular to it, however with different efficiency. In cases where predominantly magnetiza-
tion components aligned along one axis should be transferred spin-lock purge pulses (Section
2.3) with a duration of 1 to 2 ms are used before and after the mixing which dephase magnetiza-
tion components not aligned with the mixing axis and remove partially contributions from anti-
phase components. The two trim pulses must differ in their duration to prevent refocusing of
unwanted signals. Alternatively phase cycled @dlses of the form 9f-mixing-9Q,, can be
applied before and after the mixing sequence. For examphagnetization can be selected to be
mixed along they axis using the four step phase cygge=y, -y andg, =y, y, -V, =y with con-

stant receiver phasg = x; wheny magnetization should be mixed along thexis the phase
cycle@, = x, =x andgp, = X, X, =X, =X with@ = @+ @, can be used.

When applied to protons the TOCSY sequences in addition to the desired transfer due to scalar
couplings exhibit an undesired transfer of magnetizati@ncross relaxation (ROE). The two
pathways result in resonances with opposite signs so that they can in principle be distinguished.
However in cases of overlapping resonances undesired cancellation effects may occur so that the
elimination of the ROE contribution to'fl, *H]-TOCSY spectra is desirable. Since transverse

and longitudinal cross relaxation rates for proteins differ in their sign (Eq. (2.13) and Eq. (2.16))

a compensation scheme can be designed based on cancellation of the ROE by the NOE. The first
scheme based on this idea used time periods during the mixing sequence where the magnetiza-
tion stays aligned along theaxis [150]. The length of these time periods are adjusted for the
NOE and ROE to cancel each other. Three different mixing schemes based on this scheme are in
use: clean MLEV, DIPSI-2rc and clean CITY.

The MLEV-17 mixing scheme [44] was the first one modified for NOE/ROE compensation [150]
(Table 7). The additional 17th pulse in MLEV-17 was added to the original MLEV-16 sequence
[151] to compensate for phase and amplitude instabilities [44]. With modern NMR instruments
the 17th pulse seems unnecessary and advantage can be taken from the somewhat larger band-
width of MLEV-16. The mixing sequence MLEV-16 performs best for magnetization aligned
along the spin-lock axis (y in Table 7). The more recently developed mixing sequence DIPSI-2rc
[152] derives from the DIPSI sequence which has favourable magnetization transfer properties
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but was optimized without including the delays for the ROE/NOE compensation. DIPSI-2rc is
designed for coherence transfer starting with longitudinal magnetization (Table 7). The only
seqguence optimized including compensation delays is clean CITY [153]. This sequence offers a
slightly larger bandwidth than clean MLEV-16 and a considerable larger bandwidth than DIPSI-

Table 7
Clean TOCSY mixing schemes
scheme basic element R cycling of R¥ | A8
clean MLEV-16 90-A-180,-A-90, RRRRRRRR | Tgp
RRRR RRRR
DIPSI2-rc 18Q-A-140,-320 ,-A-90_,-270,-A-20,-200,-A-85_-30,- |  RRRR Tyun
125 ,-A-120 ,-300,-A-75,-225 ,-A-10_,-190,-A-180,-A
clean CITY A-180,-2-180,-A-48 -276,-48_,-A-180,-2A-180,-A RRRR s

TR is described by a seriesrbpulses represented by their flip angles given in degrees and their phase
indicated as a subscript, the pulses are separated by dutations

* Cycling scheme for the basic elemenRRstands for the element R with all phases offtipailse
changed by 180

8 The theoretical length of the compensation d&lay the limit for large molecules is indicated as the
duration of a corresponding pulse in the sequence, for exagyalstands for the duration of a 144
pulse using the same power as for the mixing sequence.

2rc using the same average power. Clean CITY requires the magnetization entering the mixing
scheme to be along tteaxis (Table 7). All three mixing sequences contain time perdodaring

which the magnetization is longitudinal to compensate for the ROE. The theoretical vallies of
for the individual sequences listed in Table 7 are the lengths of’a20044 and a 48 pulse,
respectively. In practicA has to be adjusted to yield the best cancellation of ROE contributions
and values about twice as large as the theoretical value are often obtained [150, 153].

There are mixing schemes available which do not use an explicit delay for the NOE compensa-
tion. The windowless sequence TOWNY [154] requires about 20% less peak power than MLEV-
16. Another windowless sequence uses shaped pulses to reduce the average power required
[155]. However these sequences may not suppress all ROE peaks and the compensation cannot
be adjusted. In contrast, the sequences which use delays for the ROE/NOE compensation allow
an easy adjustment to the specific experimental needs. In addition often the power applied for
non-selective Mpulses in these pulse sequence can be used making power changes unnecessary.
On the other hand sequences which compensate the ROE by delay periods for NOE do not mix
isotropically,i.e. transverse magnetization components along the mixing axis and perpendicular
to it as well asz magnetization are not transferred with the same efficiency. Homonuclear sensi-
tivity enhancement [156] cannot be incorporated since this method requires isotropic mixing,
such as provided for example by a DIPSI sequence (Table 8) without trim pulses before or after
the mixing.
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In practical implementations TOCSY sequences use an average field styggdgth which should
be equal to 1.0 to 1.5 times the frequency radgein which the spins should be efficiently
mixed. Highenf field strength could improve the performance of TOCSY mixing sequences, but
heating effects in biological samples limit the power that can be applied. Whereas the average
sample heating can be compensated by lowering the preset probe temperature (Section 3.5.3) the
heating at some spots in the sample may be much larger than average. At such spots the tempera-
ture comes closer to the denaturation temperature of the proteins than expected from the average
temperature increase. As a result protein molecules may aggregate and precipitate which not only
causes a loss of protein but also disturbs the field homogeneity due the moving aggregates. The
heating of the sample depends on the applied field strength and on the mixing time used. Typical
mixing times for protons in proteins are in the range from 30 to 80 ms. The maximal mixing time

is limited due to heating effects and relaxation. A good basis for the estimation of the required
mixing time can be obtained from the time dependence of the coherence transfer by TOCSY mix-
ing in homonuclear proton spin system [157].

When TOCSY sequences are applied to obtain coherence transfer in carbon spin systems ROE
becomes negligible and windowless sequences are used. Efficient broadband isotropic mixing
schemes must be used to cover the wider chemical shift range of carbon nuclei. The most com-
monly used sequences are DIPSI [158] and FLOPSY [159] (Table 8). The power that can be used
for the mixing sequences is limited by the hardware and by the heating of the sample. Typically

Table 8
TOCSY mixing schemes
scheme basic element R cycling of RF
DIPSI-2 32Q-410,-290,-285 ,-30,-245 ,-375,-265,-370, RRRR
DIPSI-3 245,-395,-250_,275,-30,-230,-360_,-245,-370_- RRRR

340,-350 ,-260,-270 ,-30,-225 ,-365,-255 ,-395,

FLOPSY-8 46 96,5 16457 5 15%5 130, 5 15% 5 16457 5 96,5 46, RRRR RFRR

TR is described by a seriesrbfpulses represented by their flip angles given in degrees and their
phase x or —x indicated as a subscript, for FLOF$hases are given in degrees.

* Cycling scheme using the basic elemenRRtands for the element R with Hlpulse phases
changed by 180

field strengths around 10 kHz are applied which can achieve efficient mixing between all
aliphatic carbons when the offset is set in the middle of their resonance frequency range. Aro-
matic and carbonyl carbons in practice do not take part in this mixing but their resonances are
disturbed by off-resonance effects. Whereas the DIPSI sequences are rather isotropic FLOPSY
performs best when the mixing starts with magnetization alongakis.

For an efficient TOCSY transfer in spin systems of coupled aliphatic carbons mixing times of 10

to 20 ms are usually employed. The field strength should be chosen as large as possible without
substantial sample heating, but withy®,  not less than the frequency range to be covered. The
length of the mixing time depends on the number of carbons to be correlated and the relaxation
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rate of the carbons involved. The time dependence of homonuclear coherence traﬁ%ﬁ‘bisby
tropic mixing [160] can be used as a guideline to estimate the mixing time appropriate for the
application.

4.2.2 Homonuclear through-space transfer

Through-space magnetization transfer can be obtaw@dross relaxation in the laboratory
frame (NOE) or the rotating frame (ROE). Transiest NOEs is the basis of the homonuclear
NOESY experiment [8, 9]. The NOESY segment consists of the mixing tjpwehich is flanked

by two 9@ pulses (Fig. 15A). The first pulse of the NOESY segment transfers transverse magnet-
ization components intb, states which subsequently cross relax dumggvith other protons in

the protein (Section 2.1.6). In this way protons located within a distance of typically less than
0.5 nm can be detected. However, in the NOESY mixing time two additional transfer mecha-
nisms may be present: chemical exchange and conformational exchange. Chemical exchange can
for example be observed between water protons and amide protons located on the surface of a
protein. In such experiments the water resonance must not be saturated before the NOESY mix-
ing time (Section 5.3). Conformational exchange may occur in flexible parts of a protein, for
example in loops connecting two secondary structure elements. When the two conformers exhibit
different chemical shifts for a particular nucleus the NOESY segment will indicate a transfer of
magnetization if the conformational exchange rate is of the order of the inverse mixing time. The
three possible effects detected by NOESY cannot be distinguished without further information.

When coupled spins evolve into anti-phase states before thp€e that initiates the mixing

time multiple quantum coherences may be created. Such states can be converted into undesired
observable magnetization by the®gflilse that ends the mixing time and thus must be eliminated.
Proper phase cycling or even more efficient, the application of a pulsed field gradient (PFG) dur-
ing T, removes multiple quantum coherences with the exception of zero quantum coherence
(ZQC). ZQC has coherence level 0, the same as the cross relaxiagnetization and cannot be
removed by PFGs or phase cycling. ZQC however does not give rise to a net transfer of magneti-
zation so that the integrated intensities over the multiplet pattern is zero. This characteristic prop-
erty permits in principle to distinguish NOE peaks from ZQC peaks. Still ZQCs may deteriorate

IS
—— —T—

NOESY

Fig. 15. Schemes for a homonuclear NOESY (A) and ROESY (B) transfer segment. For short mixing
timest,, (T, typically smaller 40 ms) the transfer froBmagnetization td magnetizationAl, is usually
proportional to theS spin magnetization at the start of the mixing ting8,(Eq. (2.12)):Al = 1,,0S’ for
NOESY andAl =1,,,05S° for ROESY.

the spectral quality since small NOEs may be severely distorted by overlap with ZQC resonances
and an adequate integration of the NOE may no longer be possible. Thus the suppression of
ZQCs is desirable. Unlike thig states ZQCs precess during the mixing time and this difference
can be used to reduce the intensity of ZQC resonances. A slight variation of the mixing,{ime
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will not effect the NOE but will attribute a varying phase to the precessing ZQCs. Addition of
individual scans with slightly differing,, will reduce their contribution to the detected signal
[161]. A technique that randomly varies the mixing time within given limits cannot generally be
recommended since the ZQC signals are smeared out and may give raise to ingreassdin

the spectrum [162]. Another simple scheme increments the initial mixingtjby a constant
small time intervalAt,, in subsequent experiments.nNOESY experiments are measured the
ZQC can be substantially reduced in a certain bandwidth [163]:

T = To + NAT,, With AT, = (AVmin + AV (4.1)

whereAv,,i, andAv,,,, are the minimal and maximal zero quantum frequencies that should be
suppressed. The difference betwagrand the maximal mixing time in the experiment should

not exceed, by more than 15%. About ten experiments with different mixing times according to
Eq. (4.1) are measured and summed together with the contribution of the first and the last spec-
trum scaled down by a factor of two [163]. For special applications the frequencies of the ZQC in
the indirect dimension can be shifted, however the shifted ZQC resonances may overlap with oth-
erwise undistorted NOE peaks. A further interesting suppression technique removes zero quan-
tum coherence with inhomogeneous adiabatic pulses [164] during the transfer from transverse to
longitudinal magnetization. This method requires rather long transition periods of approximately
30 ms between fully transverse and cross relaxistates, a time period which for many applica-
tions is prohibitively long.

The transfer segment based on ROE (Fig. 15B) consists of a spin-lock sequence witltlength
during which cross relaxation in the rotating frame occurs. The sequence at first sight seems iden-
tical to a TOCSY sequence but for ROESY is suffices to apply only continuous wayef (rra-

diation at low power instead of the multipulse broadband inversion sequence necessary for
TOCSY transfer. This results only in small interferences between ROESY and TOCSY which are
much less severe than in the case of the TOCSY segment. A special suppression scheme is often
not used since the bandwidth for TOCSY transfer with a low pavespin-lock becomes very
small. If still a better suppression is required techniques exist which reduce the residual TOCSY
transfer in a ROESY sequence. The simplest method sets the offset for the ROESY spin-lock at
one edge of the spectral range making the TOCSY transfer even more inefficient. Another
approach applies a continuous frequency sweep to the carrier frequency of the spin-lock during
its application [165] which strongly attenuates TOCSY contributions but hardly affects the ROE
transfer. A third technique uses a special multipulse sequence for the suppression of TOCSY con-
tributions [166], however the ROESY transfer with this scheme happens at a reduced rate which
makes the sequence inefficient for most applications with proteins.

The rf field strengthyB,; used in ROESY corresponds to about one quarter of the frequency
rangeAv which contains the signals of interest. Due to the hbield strength used usually not
more than 2.5 kHz, ROESY may suffer under off-resonance effects which cause varying transfer
efficiency across the spectrum. The offset effects can be eliminated by tpu®ks which
bracket the spin-lock mixing sequence [167]. This compensation introduces a phase distortion in
the spectrum which is to a good approximation linear unless the frequency difference between
two nuclei is much larger than the field strengtB, of the applied spin-lock field. An alternative
scheme replaces the two®diy two 17@ pulses with just twice the power of the spin-lock which
does not introduce a phase distortion but does not work well for offsets larger than the field
strength applied [168]. The spatial inhomogeneity of the appfiespin-lock field destroys all
orders of multiple quantum coherences which may be present at the beginrmipgaofl only
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zero quantum coherences will pass the mixing process. In the reference frame defined by the
spin-lock field zero quantum coherence corresponds to anti-phase magnetization in the normal
rotating frame or in the laboratory frame of reference. These signals can be suppressed using pro-
cedures corresponding to those applied in the NOESY sequence.

In applications with large molecules the mixing times in NOE and ROE experiments must be
kept rather short otherwise the occurrence of spin diffusion (Section 2.1.6) will make the distance
information obtained unreliable. The ROE sequence generates less spin diffusion artifacts than
the NOE segment since the relayed magnetization has opposite sign and can be reduced by direct
transfer [169]. For the NOE segment direct and relayed transfers have the same sign. To reduce
spin diffusion contributions in selected frequency ranges in NOE spectra two techniques were
developed. One technique uses the ROE effect to reduce contributions by spin diffusion
[170, 171] and the other selective inversion of part of the resonances during the mixing
time [172, 173].

ROE and NOE transfer provide very similar information based on different processes. The cross
relaxation in the two mixing schemes, however, produces signals of different sign for large mole-
cules (Egs. (2.13) and (2.16)). On the other hand contributions from chemical and conformational
exchange keep the same sign irrespective of the mixing scheme. Hence chemical and conforma-
tional exchange can be distinguished from cross relaxation in ROE spectra but not in NOE spec-
tra. Based on this difference special experiments were developed which compensate NOE
contributions by ROE and allow to detect chemical exchange free from interferences from cross
relaxation [174].

4.2.3 Heteronuclear transfer

The efficiency of through-bond coherence transfer steps depends on the size of the coupling con-
stants. Consequently using heteronuclear couplings is attractive because they are often much
larger than proton-proton coupling constants (Fig. 5). The use of heteronuclear coupling con-
stants, however, requires the protein to be labelled Withand/or'3C isotopes. In analogy to the
homonuclear COSY segment, coherence transfer happens through anti-phase states (Fig. 16). For
example, starting with heteronuclear anti-phase coherence prepared by an evolution segment
(Fig. 12A) one 90 pulse onSsuffices to transfer anti-phasepin coherence into two spin coher-

ence (Fig. 16A, Table 9). A ¥0pulse on both thé and theS spins transfers anti-phasespin
coherence into an anti-pha&espin coherence (Fig. 16B, Table 9). Heteronuclear coherence
transfer is the key segment in heteronuclear multidimensional experiments usédNvithd/or

13¢ |abelled proteins.

A very important point to be considered in the context of coherence transfer schemeSiklthe
obtainable from a particular experiment. TB#&Ndepends on the polarization obtainable with the
nuclei on which the pulse sequence starts and it depends on the size of the magnetization during
detection of the signal. In other words tB&Ndepends on.B, and onyy with the gyromagnetic
ratiosy, andyy of the excited and the detected nuclei, respectively (Table 1). Further the induced
voltage is proportional to the resonance frequengy Y4B, of the detected nuclear species. On

the other hand the noise contributed by the detection circuitry is proportional to the square root of
the measured bandwidth. The necessary bandwidth increases linearlywyvéhd hence the

noise is increased proportionalj,ﬁ0 . Combining all this factorsSh¢fulfils the following
proportionality
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Fig. 16. Schemes for heteronuclear polarization transfer starting from heteronuclear anti-phase magnetiza-
tion. Narrow vertical bars stand for 9@f pulses. The cartesian product operators indicated in the figure
describe a typical coherence transfer step to heteronuclear multiple quantum (A) and to heteronuclear sin-
gle quantum coherence (B). Transformation properties in the shift operator basis are given in Table 9.

Table 9
Heteronuclear through-bond transfer
: initial resulting product operators describing the
Fig. 16 : )
state transformation properties of the sequencE

21.S, (18" -15)=-25,

A 2's, | i(IT ST -1"s) =-2A,8,-2il,S,

21t s (TS +1"S") + 2i"s,= 2,5, - A, S, + 2il,S, + 2il,S,

21,5, (=N (s -sHz=2ys,

B 2's, (I +2i) (ST -8)2=-2,5 -2

21t s (IT+ 17 + 2il)(S+ S +2iS) /2 = A,S,— 2,S,+ 2il,S, + 2il .S,

T The resulting product operators are indicated in the shift and in the cartesian basis.

SIND Yo Y4/?By>/2 (4.2)

Eq. (4.2) demonstrates the benefits that can be obtained when the nuclei excited at the start of the
pulse sequence and/or the nuclei detected are protons [175]. In addition Eg. (4.2) shows that
coherence transfer steps to other nuclei between the excitation and detection do only influence
the S/Nthrough transfer efficiency and relaxation during the transfer.

The segment most frequently used to transfer magnetization from one nuclear species to another
and to achieve the sensitivity improvement described by Eqg. (4.2) is known under the acronym
INEPT [45] which stands for "insensitive nuclei enhanced by polarization transfer". The INEPT
scheme (Fig. 17A) combines the basic segments shown in Fig. 12A and Fig. 16B. By the way the
discussion of the different representations used to describe NMR experiments (Fig. 3) is based on
a INEPT type sequence. A full analysis of the INEPT scheme must include at least the spin sys-
temslS, |,Sandl;Swhich are of special interest since they represent the moieties, 13C1H,

13¢IH, and *3CH; in labelled macromolecules. The much smaller homonuclear couplings are
often neglected for the analysis of INEPT in terms of the product operator formalism (Table 10).
The efficiency of the transfer dependsofFig. 17A). A single value for exists for a simultane-
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Fig. 17. Schemes for heteronuclear polarization transféSrepin systems. (A) INEPT segment using a
heteronuclear single quantum coherence transfer step (HSQC). (B) and (C) DEPT segments where the
pulse labelled3 has varying flip anglé3. (B) represents the coherence transfer frote S spins and

(C) from Sto | spins. Table 10 presents the transformation properties of these segments. The contribution
of the natural polarization of the destination spin can be subtracted from the measured signal by proper
phase cycling (see text).

Table 10
INEPT and DEPT coherence transfer segments
Fig. 17 initial relevant product operators describing the
g state transformation properties of the sequencE
A Ixorl™ | =25, sin(ur) =i(1,S" —1,S) sin(rur)

SorS | - kil 2y,S, cosT () sin@ur) = i kil (S, —1,S) cod™Y(run) sin@ur)

B lorl* | =S cod™ B simB = i(S" +S) cod™IB sin /2

C S.ors —gl Ikxcoé“lﬁsirﬁ:—gl A&+ 1,0) cod 1B sinB /2

T Only magnetization components transferred betweemlS spins are shown. The natural
magnetization of the destination spins is assumed to be subtracted from the resulting signa| by
proper phase cycling (see text). The expressions are valig3mpin systems like the CH, Gland
CHs moieties in polypeptides. The scalar homonuclear coupling betweésphes is assumed tg
be much smaller than the heteronuclear couglibgtween thé andS spins. The homonuclear
couplings among thiespins are thus neglected in the product operator calculations. The resulting
product operators are indicated in the shift and in the cartesian basis.

ous optimal transfer frorhto Sspins for all the three multiplicitiekS, [,Sand|3S However, for

the transfer from in-phas&@magnetization td magnetizatiort depends on the multiplicity (Fig.

18). For a simultaneous transfer for all three multiplicities a value ffr0.330 provides a good
compromise.The different transfer functions allow editing of spectra according to the multiplici-
ties of the resonance lines (Fig. 18). For example in a carbon spectrum the resonances of the CH,
CH, and CH groups can be separated into different spectra [16, 24, 26].

For best performance INEPT requires the coupling constants used to prepare the coherence trans-

fer step to have the same value, a condition often fulfilled for spin systems in proteins. For cases
with sizeable variations of the heteronuclear coupling constants used for the polarization transfer
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Fig. 18. Coherence transfer efficienEyfor heteronuclear polarization transfer in the spin syst&n,S
andI3Sversust for the INEPT orp/mt for the DEPT segmentl is the scalar coupling constant between

the nucleil andS, t the period during which the state evolves due to the cougliagdf is the flip angle

of the pulse with variable length in the DEPT sequence (Fig. 17). The value 0.3B do3/ttindicates a
compromise value often used when simultaneous in-phase magnetization transfer to or from carbon nuclei
in CH, CH, and CH moieties is required.

an alternative polarization transfer scheme, DEPT [176], offers superior performance at the cost
of a longer sequence. DEPT stands for distortionless enhancement by polarization transfer. In
contrast to INEPT the DEPT sequence achieves spectral editing on the basis of spectra measured
with different flip angles for the pulggin the sequence (Fig. 17B, Table 10) and not by changing

a delay period. The complete DEPT segments in Fig. 17B and C transfer in-phase magnetization
into in-phase magnetization. This is in contrast to the INEPT segment shown in Fig. 17A where
the sequence starts with in-phase magnetization and ends with transferred magnetization in anti-
phase which must first be refocused by the segment shown in Fig. 12A with the refocusing delay
optimized according to Fig. 18. For heteronuclear polarization transfer in proteins the INEPT
segment is used much more frequently than DEPT since the coupling constants used are fairly
homogeneous, the possible distortions are less disturbing for large linewidths, and quite often the
faster transfer into anti-phase states is preferred to minimize relaxation losses. In addition, even
for an in-phase magnetization transfer the duration of an INEPT based sequence is shorter than
DEPT.

Multidimensional NMR experiments often contain several INEPT steps. For the implementation
of consecutive INEPT segments two different methods exist: "out-and-back” and "out-and-stay"
(or "straight-through™) experiments. The first type retains anti-phase magnetization to the nucleus
where the magnetization originates. A further INEPT step brings the magnetization back to the
original nucleus. In an "out-and-stay" transfer the anti-phase magnetization obtained after the
transfer is refocused on the destination nucleus and finally measured on a nucleus different from
the one on which the polarization transfer started. Experiments using the "out-and-back" tech-
nique often offer a better sensitivity than "out-and-stay" experiments since the relaxation of trans-
verse magnetization on fast relaxing nuclei can be minimized due to the shorter transfer times.

In practical implementations of the polarization transfer sequences discussed a few points
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deserve consideration. When transferring magnetization frepins toS spins often the natural

Sspin polarization interferes with the measurement and must be removed, for example, by apply-
ing the two step phase cycle (x, —x) to one of th& p0lses applied to thiespins before the trans-

fer and subtracting the signals thus obtained. In the DEPT segment often the phase of tBe pulse
is cycled using this scheme. Further, to make sure that the magnetization detected was transferred
through the desired heteronuclesthe 9% S pulse accomplishing the polarization transfer is
cycled in the same way. For optimal polarization transfer the length of the period to obtain anti-
phase magnetization is often chosen shorter than dictated kyciwpling involved to counter-

act relaxation. When a polarization transfer step immediately follows an evolution time only half
of the magnetization, either the sine or the cosine component created due to chemical shift evolu-
tion, can be transferred. However in some cases the application of a sensitivity enhancement
scheme using a heteronuclear multiple quantum state retains both components [177] (Section
4.5.3). The best enhancement is achieved for two spin systems lfithemoiety.

In analogy to TOCSY transfer in homonuclear spin systems the heterondaeass polariza-

tion experiment [178] (Fig. 19) presents an alternative to coherence trares#arti-phase states.
Three major differences distinguish heteronuclear Hartmann-Hahn (HEHAHA) experiments
from homonuclear TOCSY: for HEHAHA thef fields applied at different frequencies must
match the condition given in Eg. (2.10), the heteronuclear transfer is a factor two slower (Eq.

| [T

S

< T >

Fig. 19. Pulse sequence segment used to obtain heteronuclear Hartmann-Hahn polarization transfer. The
hatched rectangles indicate continuous applicatiori pfilses. The strengths of the two differeffields

applied to thd andS spins must fulfil the Hartmann-Hahn condition given in Eq. (2.10). The magnetiza-
tion transfer obtained for a heteronuclear two-spin system is described in Eq. (2.11).

(2.9) and Eqg. (2.11)) and heteronuclear ROESY contributions can be neglected. Complete mag-
netization transfer from thiespins to theSspins in a heteronuclear two spin system requires the
same amount of time as the in-phase transfaran INEPT scheme. A full transfer into anti-
phase magnetization cannot be obtained (Eq. (2.11)). Therefore, heteroructess polariza-

tion presents mainly an alternative for the "out-and-stay" type of experiments whereas for the
more frequently used "out-and-back" experiments the INEPT sequence is usually more efficient.
HEHAHA experiments can have an advantage over INEPT when simultaneous homonuclear and
heteronuclear coherence transfers are desired. Investigations on double and triple HEHAHA
experiments in comparison to INEPT type experiments show however only a small overall
advantage of the cross polarization method [179].

When implementing HEHAHA sequences the Hartmann-Hahn condition must be fulfilled (Eq
(2.10). The best matching can be obtained when the frequencies for the nuclei are delivered from
the samerf coil since then thef homogeneities of the two fields are the same. HEHAHA
seqguences contribute to the heating of the sample and of the probe circuitry which may detune the
coil and, hence, affect the Hartmann-Hahn transfer efficiency. Historically multipulse broadband
decoupling sequences were used for heteronuclear cross polarization but the conditions for
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broadband cross polarization are more restrictive than those for decoupling and the best
sequences for the former will be efficient for the latter but not vice versa. The most frequently
used HEHAHA mixing sequences are DIPSI-2 and DIPSI-3 [158] (Table 8), but alternative
sequences have been proposed [180, 181]. HEHAHA experiments can also be applied band
selectively using trains of shaped pulses [182].

4.3 Decoupling sequences

The scalar coupling between nuclei finds frequent application for the manipulation of spin states
or for the determination of dihedral angles [42]. On the other hand couplings may complicate
spectra and reduce the maximal signal intensity. If only the spin state at the end of a timerperiod
is of interest the evolution due thcoupling between two nuclei can be refocused by & p8lse
applied to one nucleus in the middle of(Section 4.1). Fig. 20A shows a more general case
wherel, andHy represent spins from the same species whegatnds for spins from a differ-

ent species. The spig are decoupled from th§, spins by a 18®pulse on theg, spins. At the

same time a frequency selective 280version pulse applied to thd, spins decouples thig

spins from theH, spins. Fig. 20B presents a very special decoupling sequence that decouples two
spins of the same nuclear species but still maintains the evolution due to their chemical shifts
[183]. Starting withy magnetization the analysis of this sequence with the product operator for-
malism shows that at the end of a time periadh2 evolution due td coupling is refocused and

that both spins have evolved due to their chemical shifts for a time period

y

I /Hy a IS I | |
«U2> <2 — t—>

S | ST

“—t2— «—ti2—p

A B C

Fig. 20. Decoupling schemes. (A) Transverse magnetization of the Iggsdecoupled from th&, spins
by a 188 pulse applied to th§, spins. At the same time a frequency selective®if@ersion pulse on the
H, spins which are of the same species ad trspins decouples thg spins from theH, spins. (B) Special
scheme for a homonuclear two spin system that decouples the twol gmndsS from each other and still
maintains chemical shift evolution of both spins during a petidde initial statd,+ S, is transformed to
—lysin(t)+lycosat)-S,sin(Qt)+S,.cosQt) at the end of the sequence. (C) Tirepins are decoupled from
the Sspins by a broadband composite pulse decoupling sequence (Table 11).

If decoupling must be maintained over extended time periods, for instance during the acquisition
of the signal, continuous multipulse sequences are applied (Fig. 20C). Much effort has been
expended to develop heteronuclear decoupling sequences that increase the effective decoupling
bandwidth without increasing thv power dissipation in the sample while keeping the residual
splitting much smaller than the linewidth of the resonances observed. The first heteronuclear
broadband decoupling technique to appear in the literature applied noise irradiation at the fre-
guency of the undesired coupling partner [184]. Since then heteronuclear broadband decoupling
techniques have improved enormously, initially through various forms of composite pulse decou-
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pling [151, 158, 185, 186] and more recently using methods based on adiabatic fast passage
[187-191]. Despite their increased efficiency decoupling sequences very likely increase the aver-
age sample temperature, this effect should be compensated by lowering the preset temperature
(Section 3.5.3). Decoupling sequences applied during non-constant time genoagltidimen-

sional experiments may result in increasing average sample temperatures with increasing values
of t which will cause severe distortions in the spectrum. A constant sample temperature over the
whole experiment can be obtained by decreasing a continuous wave irradiation after acquisition
concomitant with the increasing time peridd92].

The most frequently used decoupling schemes are WALTZ [185], GARP [186], DIPSI [158] and
more recently adiabatic schemes such as WURST [191]. A measure of the efficiency of a partic-
ular decoupling scheme is given by the frequency range decoupled by a certain average field
strength. For example d field of 4 kHz decouples a frequency range of 1.2 kHz with noise
decoupling, 7.2 kHz with WALTZ-16, 19 kHz with GARP-1 and 78 kHz with WURST decou-
pling [193]. Multipulse decoupling sequences consist of a basic element R which is repetitively
applied in combination with the elemeRt In the elemenR all the phases of thd pulse are
shifted by 188 for the improvement of the decoupling performance [151]. In Table 11 composite
pulse decoupling sequences are represented by their basic segment R given by aftraitse$

which are indicated by their flip angles in degrees. The pulses are applied with phase x or —x
which are indicated as a subscript.

Table 11
Composite pulse decoupling schemes
scheme basic element R cycling of RF | AvE IipgRtP
Waltz-16 9Q-180.,-270Q, RRRRRRRR | #1.0 540
RRRR RRR
GARP-1|  30.5-55.2,-257.8-268.3,-69.3-62.2,-85.Q,- RRRR +2.4 | 2857
91.8 ,-134.5-256.1,-66.4,-45.9 ,-25.2-72.7
119.5-138.2,-258.4-64.9 ,-70.9-77.2.,-98.2,-
133.6,-255.9-65.5 ,-53.4
DIPSI-2 | 32Q-410,-290,-285 ,-30,-245 ,-375,-265 ,-370Q, RRRR +0.6 | 2590
DIPSI-3 | 245,-395-250 ,-275,-30_,-230,-360_,-245,-370 - RRRR +0.8 | 4890
34Q,-350,-260,-270 ,-30,-225 ,-365,-255 ,-395,

TRis described by a series dfpulses represented by their flip angles given in degrees and their phase
x or —x indicated as a subscript.

¥ Cycling scheme for the basic elemenfRRstands for the element R with all phases oftipailse
changed by 180

8 Decoupled bandwidthv given in unitsy B, of the applied field strength.
f Total length of the element R given as a pulse angle in degrees.

The modern repetitive heteronuclear decoupling schemes in general are susceptible to the prob-
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lem of cycling sidebands. Viewed in the time domain, decoupling consists basically of a repeated
refocusing of the divergence of magnetization vectors due to the spin-spin coupling. Unless the
focusing is precise and the sampling of the observed signal is exactly synchronized with the focus
points, decoupling introduces spurious modulations into the free induction decay. The Fourier
transform of these oscillatory artifacts consists of pairs of modulation sidebands flanking the res-
onance frequency and separated from it by the cycling frequency. These cycling sidebands may
severely distort the quality of spectra with largely different peak intensities such as NOESY spec-
tra [194]. Cycling sidebands can be minimized using high decoupling power, but this conflicts
with the goal of achieving the desired decoupling bandwidth with lowest possible sample heat-
ing. Different techniques to reduce sideband intensities have been developed [195, 196] but
depending on the application only certain techniques may give sufficient reduction. An almost
complete suppression can be obtained even at low decoupling power using a WURST decoupling
scheme, ECO-WURST [194], with two different decoupling powers which are applied for a vari-
able length of time in different scans. The ECO-WURST scheme permits, for example, the detec-
tion of weak cross peaks close to strong direct correlation peaks in multidimensional
heteronuclear decoupléti-detected NMR experiments.

In contrast to conventional composite pulse decoupling schemes (Table 11) efficient adiabatic
decoupling schemes cover chemical shift ranges that far exceed those requiF@G fan a

800 MHz spectrometer [193]. However adiabatic decoupling schemes may have considerable
sideband intensities which are even more obstructive when the adiabatic condition is not properly
fulfilled and when the pulse repetition rate is insufficiently high in comparison with the coupling
constant. The sweep rate is therefore a compromise between two requirements: it must be slow
enough to satisfy the adiabatic condition given in Eq. (2.26) and fast enough so that the product
of the coupling constant and the sweep duration is approximately 0.2. A guide to optimize the
decoupling performance by choosing the most suitable instrumental settings has been published
for WURST decoupling [193]. As an example, WURST decoupling with an averfeld
strength of 4 kHz using a frequency sweep over 70 kHz with a rate of 145 MHz/sec decouples a
bandwidth of 30 kHz with minimal sidebands if the coupling constant does not exceed 150 Hz.

One important criterion for the selection of decoupling sequences is the requirement to limit the
heating of the sample and thus often the widest bandwidth per unit power is favoured. GARP and
schemes based on adiabatic pulses offer wide decoupling bandwidth but also suffer from consid-
erable cycling sideband intensities. At the cost of a smaller decoupling bandwidth WALTZ pro-
vides smaller sidebands and very small residual splittings of the decoupled resonances. The latter
feature is less important in protein spectra with their inherently broad lines. In systems requiring
relatively small decoupling bandwidths which have homonuclear couplings among the decoupled
spins DIPSI sequences may outperform WALTZ and GARP especially at low power levels [158].
DIPSI was optimized including the effect of spin-spin coupling among the spins irradiated.

Not only are multipulse decoupling sequences used for heteronuclear decoupling but they find
application as narrow band homonuclear decoupling schemes. The primary goal in these applica-
tions is to decouple a narrow range of frequencies with minimal disturbance outside of this
region. Examples are the decoupling of amide protons resonances fpsotons or the decou-

pling of aliphatic carbon resonances from carbonyl carbons. For homonuclear bandselective
decoupling three different techniques are used. In the first method the high powWepul86s
employed in evolution schemes for decoupling purposes can be replaced by selective pulses with
a box like inversion profile resulting in a bandselective decoupling (Fig. 20A). The same class of
pulses can also be applied to obtain homonuclear decoupling during the acquisition of the signal
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[197], but this requires interleaved acquisition (Section 2.4.3). A second method uses composite
pulse decoupling schemes replacing the high power rectangular pulses normally used with low
power shaped pulses thus obtaining a composite pulse decoupling sequence with narrow band-
width [198-200]. A third method adapts adiabatic decoupling schemes for narrowband homonu-
clear decoupling [201]. All homonuclear decoupling sequences may cause phase and frequency
shifts for the resonances outside the irradiated bandwidth by non-resonant effects which are sum-
marized in Egs. (2.21) to (2.23).

4.4 Pulsed magnetic field gradients

The use of pulsed magnetic field gradients (PFGs) in high resolution NMR has become a routine
technique in the last few years [71, 72]. This breakthrough is due to the availability of shielded
gradient coils which improve the performance of PFGs dramatically. Older gradient coil designs
generated eddy currents which compromised field homogeneity and required unacceptable peri-
ods to decay. Shielded gradients do generate much smaller eddy currents resulting in substan-
tially reduced recovery times. PFGs perform a variety of functions in pulse sequences. They can
be used for reduction of phase cycling which saves measurement time for sufficiently concen-
trated samples, for elimination of experimental artifacts, for suppressigmoise, for suppres-

sion of strong solvent lines and for measuring diffusion properties. Gradients up to 0.3 T/m (30
G/cm) are usually sufficient for most of these applications. Much stronger gradients can distort
the NMR spectrum unless special techniques [68] and/or long recovery times are used after the
application of a PFG. The applications of PFGs can be grouped into three different categories
which are briefly discussed in the following: use of spatial frequency dependence, destruction of
coherences and selection of coherences.

During the application of a PFG the resonance frequency of a nucleus depends on its spatial loca-
tion (Eq. 2.30). The signal defocused by a PFG cannot completely be refocused by a second gra-
dient if the molecules have diffused to another location between the two gradients. This effect
finds direct application in diffusion measurements, but of course, is always present when gradi-
ents are used. This can lead to accidental signal loss when defocusing and refocusing gradients
are separated by a long time period. Fig. 21 shows a typical sequence used for measuring diffu-
sion constants. Translational diffusion in liquids during a time intefvasults in different NMR

I
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Fig. 21. Gradient scheme for diffusion measurements. A series of experiments is performed with different
gradient strengtfs, keeping the time periodl constant to exclude interferences from relaxation processes.
With increasing values fdg, the signal intensities obtained decay exponentially according to Eqg. (4.3).

signal intensities depending on whether or idé bounded by two identical PFGs with strength
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G; (Fig. 21). The signal intensiti&with andS, without gradients fulfil the relation [67]

In(SS,) = y°T°G3(T —1/3)D (4.3)

whereD is the translationadiffusion coefficienty the gyromagnetic ratio (Table I)the length

of the gradient, and the time period between the start of the two gradients (Fig. 21). Depending
on the solvent conditions water molecules diffuse about 10 to 50 times faster than proteins in the
molecular weight range from 5 to 25 kDa. For example, the self-diffusion constants of water
molecules and of the protein BPTI in a highly concentrated 20 mM BPTI solution in 3@/%H
10%D,0 at £C are 1.010° m?/s and 4.71.0"*1 m?/s, respectively [68, 202]. Diffusion weight-

ing of the NMR signal can be used to separate resonances of large and small molecules [202,
203]. In another application diffusion constants measured with NMR are used to characterize the
aggregation state of proteins [204, 205].

Very frequently PFGs are used to destroy unwanted transverse magnetization where the magneti-
zation of interest is in & state. If sufficient time is allowed after the gradient for the field homo-
geneity to recover the implementation is simple and only accidental refocusing of unwanted
magnetization must be prevented. This application does not require special linearity and repro-
ducibility of the gradients. Fig. 22 presents typical pulse sequence segments used to destroy

| | | _2yslas,
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Fig. 22. Gradient schemes that destroy unwanted signals. (A) All magnetization components are destroyed
except forz magnetizationz ordered states and zero quantum coherences. (B) This sequence destroys the
same states as (A) and in addition all magnetization components created by a non-idealé&ion

pulse orz states. (C) Scheme frequently used to destroy unwanted magnetization components in a hetero-
nuclear polarization transfer step, the desired magnetization iz andered state during the gradient. The
cartesian product operators indicate typical states which can survive the PFG. (D) Selection of all magnet-
ization components that are properly inverted or refocused by thi86e. (D) The schemases very

weak gradients and leaves all magnetization components practically unchanged but prevents radia-
tion damping of strong solvent resonances.

undesired magnetization components. The segment in Fig. 22A destroys all transverse magneti-
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zation except zero quantum coherence. The segment in Fig. 22B acts like the one in Fig. 22A and
in addition destroys all magnetization components originating fz@tates which are not prop-

erly inverted by the 18Dpulse. Fig. 22C presents a very popular application in heteronuclear
coherence transfer steps where the magnetization of interest ig ordered state during the
application of the gradient. In this context it is worth noting that for example two spin dr8er,

can relax substantially faster than for examBlenagnetization due to additional contributions to
relaxation from proton-proton dipolar interactions [206]. For this reason gradient and recovery
delay should be kept sufficiently short to prevent relaxation losses. Fig. 22D and E show seg-
ments which not only destroy undesired magnetization but at the same time retain desired trans-
verse magnetization. This requires exactly reproducible gradients which refocus the
magnetization of interest. Fig. 22D shows an efficient alternative to phase cycles such as EXOR-
CYCLE (Section 2.2.1). This segment retains only transverse and longitudinal magnetization
components that are properly inverted or refocused by th a8Be. The segment in Fig. 22E
restores all magnetization at the end of the time petiadd leaves ideally all magnetization
components unchangedsing weak gradients the segment prevents only radiation damping
of very intense solvent resonances [90].

The third category of applications of PFGs, coherence selection, requires linear gradient amplifi-
ers and precisely reproducible gradients where the absolute strength for positive and negative
gradients match exactly. Otherwise tedious optimization procedures are necessary to obtain the
maximal signal. Fig. 23 presents typical applications of PFGs for coherence selection and Table
12 summarizes the characterization of these segments using the product operator formalism.The
segment shown in Fig. 23A demonstrates the selection of a transfer from a double quantum to a
single quantum state by PFGs [207]. Double quantum coherence before®tpal96 is defo-

cused by a gradient as described by Eq. (2.30). Refocusing the magnetization in a single quantum
state requires a PFG with the prod@d of the strengttG, and duratiord of the gradient to be

double compared to the first PFG (Fig. 23A). The segment in Fig. 23B uses the same principle for
the selection of anti-phase magnetization during a heteronuclear coherence transfer step. A PFG
is applied to anti-phase magnetization of shiAfter the coherence transfer step to anti-ph@se

spin magnetization a second PFG with the appropriate pra@stimust be applied to refocus

the desired magnetization. The spread of resonance frequencies introduced during a PFG
depends on the gyromagnetic raji¢Eq. 2.30)) and hence the conditi@®}0 = y,G;1/ys must be

fulfilled for the segment in Fig. 23B. In a more general case the sum of all the exponential factors
described by Eq. (2.30) which are introduced by gradients during the pulse sequence must vanish
to result in observable magnetization [71, 72].

The application of PFGs for the selection of coherence pathways cannot retain positive and nega-
tive coherence levels simultaneously (Eqg. (2.30)) which results in a loss of half of the signal.
Thus one coherence selection step using gradients reduces the obtSi\hyte/2 compared to

the selection by a phase cycling scheme. When applying a PFG for coherence selection during an
evolution time of a multidimensional experiment the requirement to retain both coherence levels
cannot be fulfilled and pure phase absorptive spectra cannot be obtained (Section 2.5). Pathways
for both positive and negative coherence levels can only be obtained using a second scan with the
inversion of the sign of one of the gradients used for the selection. In some experimental schemes
part of the detectable magnetization can be destroyed to obtain pure phase spectra, but such a
procedure reduces the sensitivity even more [208]. On the other hand enhancement schemes exist
for gradient selected coherence pathways (Section 4.5.3).

In practical implementations very long and/or very strong PFGs may still require long

-75-



Gerhard Wider: Technical aspects of NMR spectroscopy with biological macromolecules ....

is 2SS 21,8,
A o Els B s 231,
<> 40»
G [G]| &
«T» 40>

Fig. 23. Examples of schemes that select the desired signal by the application of PFGs. The transformation
properties fol* states are given in Table 12. (A) Selection of a homonuclear coherence transfer pathway
from a two quantum to a single quantum state. The product between the strength of the gradient and its
duration must fulfil the equatio®,0 = 2G;1. (B) Selection of a heteronuclear coherence transfer step
whereG,0 = y;G 1/ys. The cartesian product operators indicated in (A) and (B) describe a typical coher-
ence transfer step selected by the PFGs.

Table 12
Coherence selection by PFGs
. initial resulting product operators describing the
Fig. 23 . .
state transformation properties of the sequencE
I* 0
A 2*s, 0
ot is1, i@+ QTHWS ) s, i@+ Q)T+Q3
I* 0
B 2*s, | 1,9 KD yith k= y/yg
217 s* 0
T The coherence selection is described from the start of the first to the end of
the second PFG neglecting scalar couplings.

recovery times compared to the relaxation of transverse magnetization arghosgysignal

loss. In such situations a preemphasis unit may be useful to reduce recovery times. This unit
shapes the gradient pulses, for example using exponential functions with different time constants
and amplitudes. The preemphasis unit compensates the transient response induced in the system
when switching on or off magnetic field gradients resulting in shorter recovery times. The adjust-
ment requires manipulations which are similar to shimming a magnet and may require substantial
time and experience. The complex spatial and time dependencies of the induced transient effects
often exclude their complete compensation. When working with triple axis gradients a preem-
phasis may be desirable even for moderate gradient strengths because the different gradient coils
can exhibit interactions resulting in longer recovery times compared to a single axis gradient sys-
tem.
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4.5 Combinations of basic segments

4.5.1 The HSQC and the HMQC scheme

The heteronuclear single quantum coherence (HSQC) transfer and the heteronuclear multiple
guantum coherence (HMQC) transfer are the two most frequently used schemes for coherence
transfer in heteronuclear multidimensional NMR experiments. Both schemes include two coher-
ence transfer steps separated by an evolution pgrtocsample the resonance frequencies of one
nuclear species (Fig. 24). The HSQC consists of two INEPT steps (Fig. 17A) leading to hetero-
nuclear single quantum coherences duripgvhereas the coherence transfer steps (Fig. 16A)

used in HMQC create multiple quantum coherences which evolve dtridg least two coher-

ence transfer steps are required in heteronuclear coherence transfer experiments since best sensi-
tivity can usually be obtained if the nucleus with the highest gyromagnetic ratio is excited and
detected (Eq. (4.2)).

ml 1 | | ml |
A | B |

S I : I S :
T T H/2' /2 1T T 2T t1/2 1 /2 2t

Fig. 24. Coherence transfer schemes transferring heteronuclear single quantum coherence (A) and hetero-
nuclear multiple quantum coherence (B) which are often referred to as HSQC and HMQC schemes,
respectively. The time periadis set to (4)~~ or slightly shorter to compensate for relaxation losses. These
sequences can easily be described using the product operator formalism. Table 13 presents the resulting
operators at the end of the sequence for a three spin system with two scalar couplédasgidsof the

same species and one sBiaf a different species scalar coupled only $pins.

Table 13
Coherence transfer by HSQC and HMQC schemes
Fig. 24 initial resulting product operators describing the
9 state transformation properties of the sequencE
A 1, Iy cosQty) cof(2my 1) sin(2rdr) + I, H, cosQty) sin(4rm; 1)sir’(2rdr)
B | ly cos(uy (ty + 41)) (cos(2mt) —cosQty) sirf(2mJr))
z + 2 H, sin(T) (t; + 41)) (cosQty) sirf(21Jt) — co(21Ut))

T Athree spin system is considered with two spirsndH, belonging to the same nuclear species gnd
one spirS of a different species. Sp#is scalar coupled only foand not tdH. The heteronuclear
coupling constant is denotddand the homonuclear coupling betwéemdH, J;;. Only operators
that lead to detectable in-phase magnetization with respect t8 aprshown. Signals originating
from polarizations oH andSspins at the beginning of the sequence are assumed to be cancelled by
an appropriate phase cycling scheme.
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The two schemes differ in important features [209]. Because the HMQC has a much smaller
number of rf pulses it is less prone to pulse imperfections. In addition, multiple quantum coher-
ences may have better relaxation properties than corresponding single quantum states, an advan-
tage that can be exploited by using a HMQC transfer. The improved relaxation properties are
explained by the different dependence on the spectral density at zero fregi{ep¢pection

2.1.4). When a HMQC sequence is applied to a two spin system zero quantum (ZQC) and double
guantum coherences (DQC) exist during the evolution period. The transverse relaxation for ZQC
and DQC based on dipolar interactions does not deperdd®n16, 29], in contrast to the single
guantum coherence present in the INEPT sequence where the dependd({@ecomtributes a

major part to the relaxation. However, when more than two spins are considered the multiple
guantum states can loose the relaxation advantage due to dipolar interactions with additional pro-
tons [210]. Further, the HMQC scheme may not be optimal to obtain good resolution in the indi-
rect dimension because the homonuclear couplijgsamong thd spins modulate the signal of

the Snuclei which broadens the resonance lines in the spectrum. In the HSQC these couplings are
not active during the evolution time (Table 13). The description of the two sequences in the prod-
uct operator formalism given in Table 13 demonstrates that the homonuclear coufjings
reduces the signal slightly for the HSQC whereas a phase stiftr4s introduced into the indi-

rect dimension of the HMQC experiment which cannot be corrected sipe@ries randomly

from resonance to resonance. In addition the homonuclear coupling amohgpiine leads to a
contribution of homonuclear anti-phase dispersive signals. These signals usually do not disturb
spectra of proteins due to the inherently broad linewidths.

In both schemes shown in Fig. 24 tBespins evolve not only due to the chemical shift but also

due to their homonuclear couplingsgsintroducing line splittings in well resolved spectra. Often

only the heteronuclear correlations betweenlthadS spins are of interest whereas the resolved
couplings are undesired. This requires a scheme during which the spins evolve due to chemical
shifts but not due to homonuclear couplings. Fig. 25 presents a sequence that fulfils these bound-
ary conditions [211, 212]. The segment has a fixed duratioi Be evolution of theS spins due

to homo- and heteronuclear scalar couplings does not depend on the chemical shift evolution
time t which can be changed in the range from 0 0 [ this constant-timecf) evolution seg-

ment (Fig. 25) the modulation of the signal due to its chemical shift is obtained by moving the
two 18 pulses as indicated in Fig. 25. The two §ulses have a fixed separation of length

- N
s

't/2 T T2
it/z! T2 |

Fig. 25. Constant timecf) chemical shift evolution period with a fixed duratiom. Zhe separation of the
two 180 rf pulses stays constanttFor all values ofl the evolution of theSspins due to scalar coupling
to thel spins is refocused. IfRis set to a multiple of 155 whereJggis the coupling between tHespins,
homonuclear decoupling of th&spins can be obtained. The maximal evolution time forSlspins due to
their chemical shift is®
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and the delayis incremented according to the frequency range desired in the spectrum (Table 3).
If the homonuclear couplingdsg among theS spins have a narrow range of values the time
period ZI' can be set to a multiple ofldsgto obtain a homonuclear decoupled spectrum ofShe
spins. For example, the aliphatic carbon spin systems in *Emylabelled proteins have coupling
constants in a narrow range around 35 Hz except for the coupling to the carbonyl carbons which
can easily be decoupled by conventional decoupling (Section 4.3). Seftitg PJIgg= 28 ms

for carbons will result in different signs for resonances of carbons coupled to odd and even num-
bers of carbons. On the other hand with22/J55 (56 ms) all resonances will have the same
sign. Transverse relaxation durind@ 8mits the general applicability oft evolution sequences
because in large proteins relaxation may severely reduce the signal intensigvdiution can-

not be used, the maximal evolution time for heteronuclei with homonuclear couplings should not
exceed (455)‘1 which for aliphatic carbons corresponds to about 8 ms. This short maximal evo-
lution time avoids the measurement of data with inherently low sensitivity caused by the cosine
modulation of the signal due to thigg coupling. In addition linewidths cannot be significantly
improved with longer evolution times since the unresolved homonuclear couplings can only be
resolved using very long evolution times.

4.5.2 Concatenating basic segments

Generally, basic segments are implemented into pulse sequences by applying them consecutively
as in the HSQC or HMQC experiments above or in a more complex example in Fig. 10. Although
this results in a functional pulse sequence in some situations adjacent segments can be combined
into a new segment. Such a concatenation may reduce the overall duration and/or the number of
rf pulses and hence usually improves the sensitivity of the experiment. When evolution segments
containing 180 rf pulses (Fig. 11 and Fig. 12) occur consecutively such an optimization can
often be performed [213]. Fig. 26 illustrates the procedure with some very frequently applied
optimizations.

One combination of basic segments that frequently occurs in heteronuclear experiments consists
of an evolution due to the chemical shift followed by an evolution dugdoupling to prepare a
subsequent coherence transfer step (Fig. 26A). These two segments can be combined by reducing
the number of 180rf pulses from three to two (Fig. 26A). An algorithm that supports the opti-
mization of pulse sequences has been developed [213] which is based on the properti€sfof 180
pulses. A 188 pulse reverses evolution due to chemical shift and it also reverses evolution due to

J coupling when applied only to one of two coupled spins. Thus the effective time that the spins
evolve can be calculated by summing together time periods before and aftef aul8€ with
different signs. Following this recipe the effective time perigduring which the spinin Fig.

26A evolve due to chemical shift can be calculated as indicated in Eq. (4.4). The duratn of
must be equal to the chemical shift evolution titnim the scheme in Fig. 26A. Similarly the
effective evolution time; of the | spins due ta) coupling to theS spins can be calculated (Eq.
(4.5)). Comparing with the original segments in Fig. 26A the duratioty nfust be set equal to

2T;s.

ts=Ta1+ Tao— Tag =t (4.4)
t;=Tar—Ta2+ Taz = 2(js (4.5)

Although Egs. (4.4) and (4.5) have an infinite number of solutions only solutions with minimal
overall duration are of interest. One obvious solutionjg ¥ t/2 + Tjg, Tao = t/2 and Ty3 = Tjs.
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Fig. 26. Optimization of consecutively applied basic segments. (A) Time periods during which the spin
states evolve due to chemical shift and due to scalar coupling are combined in (A) by reducing the number
of 180 rf pulses. Depending on the boundary conditions used to calculate the time pefiods Jand

Taz in (A) (see text) the duration of the segment to obtain the same spin state can be reduced compared to
the original sequence. (B) Two consecutive time periods with effective evolution due to scalar coupling are
combined in (B’) and (B”) by reducing the number of 18@ pulses and as well as the duration (see text).

Two alternative schemes are presented: (B’) usindg® I80ses for decoupling of thg spins from thel

spins and (B”) using a multipulse decoupling scheme.

Applying the pulse sequence in Fig. 26A" with theses values for the delays achieves the same
result as the original sequence in Fig. 26A which uses one mdtgui’e.

In the solution just described the tirhgrequired for the INEPT transfer is not used for chemical
shift evolution. A different solution of Egs. (4.4) and (4.5) allows the use of the constant period
21,5 for chemical shift evolution [214, 215] in multidimensional experiments. This scheme is
often referred to as a semi-constant-time evolution period. The initial condition stays the same
but now all three time periods are allowed to vary apg Should vanish for the last ®th incre-

ment of the evolution time. The following values describe a favourite solutigh=T/2 + T;g,

Tap = /2 —T)5 (k=1)/(N-1) and T3 = T;5 (N-K)/(N-1) where the integderuns from 1 toN. This
procedure does reduce both the number of p8Ges and the overall duration of the sequence.

There is yet another solution of Egs. (4.4) and (4.5) which finds frequent applications in pulse
sequences used for heteronuclear multidimensional experiments. Setting the overall duration of
the segment in Fig. 26A toQg results in a scheme that allows chemical shift evolution which
does not require any more time than required for evolution dukcmupling. Obviously in this

case the chemical shift evolution timés limited to a maximal value of@g or an odd multiple
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thereof. This segment is usually referred to as a constant time evolution period. Solving Eq. (4.4)
and (4.5) with these boundary conditions the time periods in the sequence in Fig. 26A become
TA]. =t/2 +T|S, TAZ =0and -Rg = TlS —t/2.

The successive application of polarization transfer steps is another very common combination of
basic segments which can be optimized. In heteronuclear triple resonance experiments three
nuclear specief SandX are correlated. For example transve8spin magnetization in anti-

phase td spins is refocused and subsequently let evolve into an anti-phase stat¥ spihs

(Fig. 26B). Optimization is achieved eliminating one 280 pulse to shorten the sequence.
Again relations can be formulated [213] for the effective periods of evolution due to chemical
shift, ts, the coupling betweehandS t;g, and the coupling betwee®andX, tgy. In the scheme

in Fig. 26B only transverse magnetizationdpins is of interest. This magnetization should not
exhibit evolution due to chemical shift as is formulated in Eq. (4.6). The required evolution due
to J couplings results in Eqgs. (4.7) and (4.8):

ts =Tp1+ Tgo—Tpz=0 (4.6)
tis =Tp1— T2+ Tez = 25 (4.7)
tsx = Tg1+ Tga+ Tpz = ZTgx (4.8)

When the scalar couplindig between thd andS spins is larger thadgy between theS and X
spins a solution for Egs. (4.6) to (4.8) is obtained Wity F Tig, Tgo = Tgx— Tjs and Tgz = Tgy.
An alternative scheme (Fig. 26B”) uses a multipulse decoupling sequence instead Sffaulkg0
to decouple thé andS spins during the additional time period tBeand X spins require for an
optimal coherence transfer. Wifly > 2Jgx one obvious solution is given bygly= 2T;s, Teop=
Tsx— 2Tjs and Tggp = Tsx-

4.5.3 Sensitivity enhancement

Multidimensional NMR experiments contain among their basic segments several chemical shift
evolution periods bounded by 9éf pulses. The magnetizatidvi entering the evolution period

will be modulated by evolution due to chemical shift resulting in two orthogonal components,
from which a subsequent ®pulse will retain only one which does finally contribute to the meas-
ured signal. Therefore, increasing the dimensionality of a NMR experiment will generally
decrease the sensitivity b2 . Further sensitivity losses occur when magnetic field gradients are
used to select the magnetization of interest in the evolution time. Gradients select only one coher-
ence level either positive or negative depending on the relative sign of the gradients (Eq. (2.30)).
However, phase sensitive spectra require both levels to be retained in the coherence pathway.
Hence when phase sensitive data are measured with gradient selection, two scans must be col-
lected for each increment just as in a experiment using phase cycling. However gradient selection
discards half of the signal resulting in an additional sensitivity log&of

For certain classes of experiments pulse schemes have been developed that overcome the limita-
tions described above and offer improvements in sensitivity. The sensitivity gains are realized by
retaining both the cosine- and the sine-modulated components after the evolution time and trans-
forming them into observable magnetization. A maximal sensitivity enhancemef2 of can be
achieved for each indirect dimension using phase cycling for the coherence pathway selection
and a maximal sensitivity enhancement of 2 using PFGs. The sensitivity enhancement schemes
work best for heteronuclear two spin systems suctvisi and3CH moieties in isotope labelled
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proteins [177, 216]. In cases where XBind XH; moieties must also be detected, for example in
proton-carbon correlation spectroscopy, the sensitivity enhancement is reduced [217]. In the fol-
lowing the application of a non-gradient, sensitivity enhanced INEPT segment to a two spin sys-
tem is discussed, followed by a similar analysis of a sensitivity-enhanced INEPT segment using
gradient selection.

The sensitivity enhanced sequences rely on a temporary "storage" of magnetization in a hetero-
nuclear double quantum state. The pulse sequence segments in Fig. 27 are longer than the simple
basic segments (Figs. 17A and 24A) and require mbrgulses. None the less a sensitivity
enhancement can usually be obtained for small and medium sized proteins up to 25 kDa. Using
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Fig. 27. Sensitivity enhancement schemes. All gradients excef;fandG, are applied to destroy poten-

tial artifacts caused by the 180f pulses. The delay is set to (4)~L. (A) Both orthogonal magnetiza-

tion components present after evolution of Bigpins due to chemical shift are recovered. The coherence
pathway is selected using phase cycling. (B) Scheme with gradient selection of the desired magnetization
resulting in the same sensitivity as in (A). Concomitant with the phase change of the %im1l96 on the

S spins the sign of the gradie@; is changed. The gradien®; and G, must fulfil the equationG; =

1y, G,1)/(ysT1) whereG; and G, are the respective gradient strengths apdndt, the respective dura-

tions. The delay$, andd, are set to the duration of the gradient applied during these periods plus the nec-
essary recovery delay.

the product operator formalism the principle of the enhancement sequences can easily be ana-
lysed. With the sequence shown in Fig. 27A magnetization in anti-phase tspins present

after a chemical shift evolution tintgis transformed into detectablenagnetization [177] as fol-

lows:

21§, cosQty) — 2A,S, sin(Qtg) ---> 7l cosQte) — 1y sin(Qte) (4.9)

where the phases of the first®pulse onS spins are x and —x. The two scans corresponding to
these two phases must be stored in separate memory locations. Addition of the two scans pro-
duces thexcomponent, & sin(Qtg), and subtraction thg component, B, cosQt,). After a or

phase correction on one of the data sets the two data sets can be added resulting in a sensitivity
enhancement of2 since the conventional scheme only retains one of the two components. Gra-
dients in the pulse sequence of Fig. 27A are only used to suppress potential artifacts from pulse
imperfections.

Fig. 27B presents the sequence used to obtain a sensitivity enhancement of a factor of two in gra-
dient selected multidimensional experiments [216]. For the gradient selection the strength of the
gradientG, with durationt; applied to transvers8 spin magnetization and the strength of the
gradientG, with duration 1, applied to transversé magnetization must fulfil the relation
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G; = 1y, Go1/(Y<t4) (Fig. 23B). The additional small gradients in the sequence suppress possible
artifacts. Just as with the non-gradient version this experiment requires, together with a sign
change of gradient G phase cycling of the first 8(pulse onSspins using the phases x and —x in
alternating scans which are stored in separate memory locations. The sequence transforms anti-
phaseS spin magnetization present after an evolution time into detectadgdn magnetization
according to

21,5, cosQty) — 2,5, sin(Qtg) ---> =l y cosQty) — I, sin(Qty) (4.10)

Phase x for the first Qulse on theSspins leads to the plus sign fgrand phase —x with simul-
taneous inversion of the gradie@j to the minus sign. Phase sensitive data is obtained by phase
correcting one of the data sets by°30llowed by addition and subtraction of the two separately
stored experiments. This experiment has a sensitivity enhancement of factor 2 compared to the
conventional gradient selected experiment. In other words, the sensitivity enhanced gradient
selected experiments for two spin systems are as sensitive as their sensitivity enhanced nongradi-
ent counterparts.

4.6 Artifact reduction

Experiments can suffer from two categories of artifacts: those introduced by the particular
method applied and those introduced by technical limitations of the NMR spectrometer. Exam-
ples of the first category are the signal loss when gradient selection is used, the interference
effects due to insufficient relaxation delays between measurements and signal losses or artifacts
due to the non-ideal excitation profiles of perfectly homogenebpsilses with limited power.
Examples of the second category are artifacts introduced bsf ihbomogeneity of the pulses,
instrumental instabilities, and artifacts introduced due to the huge dynamic range of proton reso-
nances in a sample with a protein dissolved yOHNumerous artifacts and remedies for their
suppression have been discussed in the preceding sections. Most techniques which suppress arti-
facts rely on proper phase cycling of tepulses and the suitable application of magnetic field
gradients. Effective use of these tools has lead to a very good average quality for multidimen-
sional NMR spectra of proteins in aqueous solution. In this section a few additional frequently
used procedures shall be presented. However, generally the basis for minimal artifacts remains a
well maintained, state of the art NMR spectrometer in a stable environment [138].

The additional pulse sequence elements shown in Fig. 28 destroy selected magnetization compo-
nents and may help to reduce artifacts. The elements in Fig. 28A and B make use of the inhomo-
geneity of therf field to destroy unwanted magnetization components during a long spin-lock
purge pulse [77]. Typically a 2 ms spin-lock pulse with a strength of about 15 kHz will com-
pletely destroy the water magnetization of glHsolution. During the spin-lock pulse all magnet-
ization components not lying along the spin-lock axis are dephased and no longer produce a net
signal. However, exactly as in the case of static pulsed magnetic field gradients (Section 4.4) zero
guantum states present during the spin-lock pulse cannot be destroyed. The spin-lock field
defines a magnetic field axis in the rotating frame around which the magnetization components
precess during the pulse. Homonuclear anti-phgSenagnetization in the laboratory frame will
represent a superposition of zero and double quantum states in the rotating frame of the spin-lock
field applied along the axis. Consequently half of tHeS, anti-phase magnetization will survive

a spin-lock purge pulse with phase x. In Fig. 28B a second spin-lock pulse with phase y is
included after a delay. This scheme destroys magnetization with arbitrary phase, such as the
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Fig. 28. Schemes used for the suppression of artifacts. (A) and (B) present spin-lock pulse elements which
destroy magnetization due to thieinhomogeneity of the applied field. (C) is a sequence that destroys
resonances in a small spectral range, for example the water resonance. (D) gliiitesthat allows purg-

ing of undesired magnetization components. (E) and (F) depict schemes that destroy magnetization after
the acquisition and eliminate interference effects between successive scans.

solvent resonance, which is on-resonance with the frequency of the two spin-lock pulses. Mag-
netization spin-locked by the first pulse precesses dependent on the/dfifeet the carrier fre-
guency. The components which have rotated to align along tin@s survive the second spin-

lock pulse. The intensities of all the resonances in the spectrum will be modulated layrdin(2

with A being the frequency offset of a particular resonance from the carrier frequency. The period
T can be adjusted to have maximum excitation in the desired spectral range. In practical applica-
tions the length and power of the spin-lock purge pulses are limited by the specifications of the
probe. If spin-lock purge pulses and PFGs are applied in a single pulse sequence, interference
effects may occur [218] which degrade the performance.

A further solvent suppression scheme can be obtained by a combination of PFGs and selective
excitation as shown in Fig. 28C. The 188ulse refocuses all magnetization with the exception of

a small spectral region which is selectively excited by the two flankifldd®@ power pulses pro-

ducing an effective Dpulse in this spectral region. Only magnetization that experienced an effec-
tive 18@ pulse refocuses due to the second gradient (Fig. 22C) whereas the signals in the narrow
spectral region are destroyed. The duratias kept as short as possible and typically does not
exceed a few milliseconds. This sequence, known under the acronym WATERGATE [87], gives
very efficient water suppression but at the same time strongly attenuates signals close to the water
resonance. This limitation does not aﬁé@N-relayed heteronuclear experiments where only
amide protons are detected during acquisition. In such experiments the sequence can be inte-
grated into the final INEPT step without lengthening the experimental scheme.

Fig. 28D displays a purging scheme knownzaiter [219]. The magnetization of interest is

taken through a& state so that the magnetization components remaining in the transverse plane
can be destroyed by a PFG. Alternatively the phase of the second pulse and the receiver can be
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incremented by 90in four successive scans. Of course, zero quantum coherence presentduring
cannot be removed by this element. However in analogy with the NOESY sequence tite time

can be incremented or randomized between successive scans to suppress zero quantum states
based on their precession durmg/Nhen relaxation permits, an improvementdilters and trim

pulses can be obtained by spin-locking with inhomogend&yusr B; fields, a technique which

can also achieve dephasing of zero quantum states [220].

The repetition rate of pulse sequences in a typical NMR experiment must be a compromise
between reaching the Boltzmann equilibrium at the start of the sequence and an efficient signal
acquisition requiring relatively short interscan delays. Typically, interscan delays are between
one and 1.5 seconds which is often too short to reach thermal equilibrium. The spectra are meas-
ured in a steady state mode which can lead to interference effects in successive scans resulting in
artifacts in the final spectrum. For example, in COSY spectra small resonances on a line with
double the slope of the normal diagonal can sometimes be observed. These artifacts originate
from resonances which have not fully relaxed between two scans and hence were frequency
labelled a second time obtaining double the frequency in the indirect dimension. With the scheme
presented in Fig. 28E all transverse magnetization can be destroyed after the acquisition. This is
often not of prime interest for protein resonances which usually have a fast enough transverse
relaxation not to cause interference, however the procedure may be useful for small molecules
and peptides. In cases where interference effects are transmidtedtates not only resonances

of small molecules but also protein resonances may contribute. Fig. 28F shows a sequence based
on magnetic field gradients that destroys all magnetization after the acquisition and guarantees
identical starting conditions for all scans during an experiment. Alternatively, this sequence can
be replaced by the element shown in Fig. 28B wtbkt to zero.
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5. Hydration studies

This section serves two purposes. On the one hand, it provides examples of the general concepts
introduced in the preceding sections and on the other hand, it presents additional methods and
technical problems which are best discussed in context with NMR hydration studies. Representa-
tive examples of experiments are used to discuss the specific technical problems encountered
when using NMR for studies of hydration.

5.1 Hydration

Interest in the hydration of proteins arises from a desire to understand the influence of water on
the structural, functional, and dynamic properties of biological macromolecules such as proteins.
Despite their importance the details of water—protein interactions are not well understood. The
compact folding of the polypeptide chains in globular proteins usually excludes the solvent from

the molecular core leading to a hydration shell constituting the interface between solvent and
molecules dissolved. Still a small number of water molecules in the interior of proteins are often

observed in single crystals [221]. These are typically completely shielded from the bulk solvent,

form hydrogen bonds with surrounding polar groups of the polypeptide chain, and are thus an
integral part of the protein architecture. Similar data to those for interior water molecules in glob-

ular proteins in solution have been reported for the intermolecular interfaces in multimolecular

complexes with proteins, for example, in protein—~DNA complexes [222, 223].

Crystal structures of proteins report the position of some hydration water molecules in the inte-
rior as well as on the surface of the molecules. However diffraction experiments probe only the
total fraction of time that a particular hydration site is occupied by a water molecule; they are
insensitive to the residence time at that site for a particular water molecule. The lack of experi-
mental methods to determine the dynamic behaviour of water molecules at individual sites at the
protein-water interface has prevented a more detailed understanding of hydration. This situation
improved in the last few years with the development of NMR techniques enabling studies of indi-
vidual hydration sites providing both structural data at atomic resolution and information on
dynamic aspects of biomolecular hydration [224].

5.2 NMR and hydration

The potential of NMR to contribute to the understanding of hydration was realized a long time
ago. In 1963 it was observed that proteins dissolved in water increased the relaxation rates of the
protons in water. This was shown to be due to an increase of the correlation time of a fraction of
the water molecules [225]. The interpretation of this data left two possible explanations. Either a
very small number of water molecules stick to the protein for a time much longer than the rota-
tional correlation timag of the protein or hundreds of water molecules have a residence time on
the order oftg [226]. The controversy could only be resolved when a new class of NMR experi-
ments was developed that uses cross relaxation (NOE/ROE) between protons in water molecules
and protons of the protein [227]. The NOE and ROE are proportional to the inverse sixth power
of the distance between the protons and further related to a correlation function describing the
stochastic modulation of the interaction (Eq. (2.13), Eg. (2.16)). For studies of hydration, it is
important that this correlation function may be governed either by the Brownian rotational tum-
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bling of the hydrated molecule or by interruption of the dipolar coupling through translational
diffusion of the interacting spins.

The application of NMR hydration experiments to the bovine pancreatic trypsin inhibitor (BPTI)
revealed two distinguishable classes of hydration water molecules in aqueous protein solutions
[228—-230] (Fig. 29): interior hydration and surface hydration water molecules. Interior hydration

exchang
fast

exchange tumbling
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Fig. 29. Schematic representation of a protein shown as a grey ellipse with its hydration shell in an aqueous
solution. Black circles represent individual water molecules. Three types of water molecules can be distin-
guished: bulk water molecules which do not interact with the protein, water molecules in the surface
hydration shell which weakly interact with the protein and water molecules in the interior of the molecule.
Surface hydration water molecules and interior water molecules show dipolar interactions with the protein
and can be distinguished by the different signs of their ratio between the ROE and NOE cross relaxation
ratesor andoy;.

waters show cross relaxation with nearby polypeptide protons which is in the slow motional
regime. This motional regime is distinguished by opposite signs of the cross relaxation rate con-
stants in the laboratory frame of referenog, (Eq. (2.13)), and in the rotating frameg (Eq.
(2.16)). Such water molecules have a ratig/og < O indicating lifetimes with respect to
exchange with the bulk water greater than1€ Surface hydration waters, however, have a ratio
on/Or > 0 and much smaller exchange life times in the approximate range ot 10107° s.
Similar data to those for interior hydration of globular proteins in solution have been obtained
from NMR studies of the intermolecular interface in complexes between a protein and a DNA
duplex [223]. Detailed descriptions of applications of NMR to study hydration can be found in
recent reviews [231-233].

Compared to surface hydration waters interior hydration waters give much more intense NOEs

with the protons of the protein because of their longer residence times. However the residence
times are still short enough to observe the sdhhehemical shifts for the interior waters and the
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bulk water due to exchange averaging [202, 229, 234]. Not only water molecules exchanging
with the hydration shell resonate at the water frequency but any fast exchanging proton of the
protein, especially hydroxyl protons. Consequently NOEs between these protons and other pro-
tons of the protein are indistinguishable from NOEs with water. This degeneracy requires that
complete proton assignments are available for the protein and that the solution structure is known
to distinguish NOEs to hydration water molecules from these rapidly exchanging protons of the
protein. In contrast to the hydroxyl protons in the amino acids Ser, Thr and Tyr the carboxylic
acid proton of the Glu and Asp side chains and the C-terminus do not interfere with hydration
measurements [235].

Surface hydration water molecules which show NOEs to protons of a protein with pasitive

can be detected without the ambiguity introduced by exchanging protons. None the less they suf-
fer from the interference with exchanging protons since they become undetectable when their
weak NOE signal overlaps with a strong peak of an interior or exchanging proton. Hence for pro-
teins with interior water molecules and/or with a considerable number of hydroxyl protons, a
complete hydration shell cannot be observed.

The methods developed for hydration measurements can also be used to study the interaction of
proteins with other small molecules. The investigation of ligand binding sites [236] and the inter-
action with denaturants is of special interest in this context [237]. Not only native proteins but
also proteins in a denatured state can be studied [238] which do not have a well defined structure
even though structured parts may transiently form [239]. Sequential assignments are a prerequi-
site for solvent-protein interactions by NMR and can be obtained in the denatured state using iso-
tope labelled proteins [215, 240, 241].

5.3 Basic experiments

5.3.1 NOEs between water and protein protons

The first experiment for the observation of individual hydration sites of proteins was a NOESY
where the water line was not suppressed before the mixing time but only just before acquisition
of the data [227]. With this method water and protein protons will cross relax during the mixing
time when the interproton distance is not larger than about 0.4 nm [227]. Fig. 30 shows a NOESY
pulse sequence that would typically be used to study hydration. After the excitation pulse on all
protons a pair of gradients prevents radiation damping of the water resonance during the evolu-
tion period [90] (Fig. 22E). During the NOE mixing periag, (Fig. 15A) which is embraced by

two 9C° pulses a gradient keeps the water magnetization alongakis and destroys all single

and multiple quantum coherences present durjpgFig. 22A). Finally, the water resonance has

to be removed to prevent overload of the receiver. The scheme in Fig. 30 utilizes the WATER-
GATE sequence for this purpose (Fig. 28C). The usd gfadient pulses as originally proposed

for water suppression may transfer magnetizatienthe TOCSY or ROESY effect already for

very short durations of the trim pulses [73]. The application of the pulse sequence results in a 2D
NOESY spectrum (Fig. 31) where the cross section through the water resonance parallel to the
frequency axiso, contains all interactions between water and protein protons. These interactions
include intermolecular NOEs between water and protein protons, intramolecular NOEs between
protons of the protein where one nucleus resonates near the water frequency and exchange peaks
between labile protons and water. The spectrum in Fig. 31 was recorded with the protein BPTI,
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Fig. 30. Pulse sequence for the detection of intermolecular NOEs between water molecules and protein
protons using the phases indicated above the pulses and the following phase aycles; —X; @=X, X,

—X, =X; @ = X, =X, —X, X. During the evolution periagl and the mixing time,, gradients are applied to pre-

vent radiation damping (Fig. 22A and Fig. 22E). Just before acquisition a WATERGATE sequence (Fig.
28C) is used to destroy the water magnetization.

)
o0
o
N

wz['ppm] 0

Fig. 31. 2D NOESY spectrum of 10 mM BPTI in a solution of 90%0410% D,O at 277K obtained with

the pulse sequence shown in Fig. 30. The horizontal cross section containing the interactions between pro-
tons of the water molecules and protein protons is indicated by arrows and plotted above the 2D spectrum.
The spectral range from 0 to 4 ppm in the cross section is expanded in the vertical direction by a factor of
4 compared to the spectral region from 6 to 10 ppm which is dominated by strong exchange peaks.
Exchange peaks and NOEs to the four interior water molecules of BPTI dominate the cross section and
weak NOEs to surface hydration water molecules are only visible for a few methyl groups around 0.6 ppm.
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which contains four interior water molecules [227]. In a horizontal cross section through the
water line the different resonances cannot be unambiguously assigned and overlap between posi-
tive and negative resonances cancels the very small contributions from the rapidly exchanging
surface hydration water molecules. NOEs to interior water molecules and exchanging protons of
the protein result in positive peaks which dominate the cross section shown in Fig. 31. Very few
interactions with surface hydration water molecules are observable around 0.6 ppm (negative
peaks) even though potentially all protein protons on the surface should show an interaction with
water. To avoid extensive overlap the resonances representing the interactions have to be resolved
into an additional dimension by some transfer element (Section 4.2). Expanding the NOESY
sequence into a 3D experiment results in a 2D cross section through the water line which contains
all resonances of interest. An analogous result can be more efficiently obtained if the water is
selectively excited which results in a 2D spectrum. There are a number of schemes that excite
water more or less selectively [73, 202, 242—-248]. All but one sequence [73] suffer from a techni-
cal limitation that is quite common in NMR spectra of macromolecules: the water line and some
protein resonances usually overlap, which makes the distinction between water-protein interac-
tions and intraprotein NOEs difficult for protons resonating near the water line. Even in uni-
formly [1°N,13C]-isotope enriched proteins where intramolecular NOEs can be suppressed using
15N- and3c-filtering techniques [143], there remains a risk of “breakthrough” of intramolecular
NOEs unless the level of enrichment reaches 100% [249].

5.3.2 HYDRA

The HYDRA experiment [73] strictly selects only water-protein interactions even if protein reso-
nances overlap with the water line. These interactions include NOEs as well as chemical
exchange. In HYDRA the separation of intermolecular solvent-protein NOEs from intramolecu-
lar NOEs is based on the different diffusion constants of water molecules and the biological mac-
romolecules. As a rule, water molecules diffuse about 15 to 25 times faster than proteins in the
molecular weight range 10—20 kDa. On this basis, intermolecular water—protein NOEs can be
distinguished from intramolecular NOEs with the use of the diffusion segment shown in Fig. 21
which is often referred to as a diffusion filter [203]. A suitably designed experiment which meas-
ures the difference between the signals obtained with strong and weak PFGs in a diffusion filter,
selectively records intermolecular protein—water interactions. Fig. 32 shows the pulse sequence
for a 1D HYDRA experimentHYDRA consists of a NOE or ROE mixing period sandwiched
between two diffusion filters. The spectrum containing only water—protein interactions is
obtained taking the difference between the data measured in alternating scans using the gradient
traces Gand G, respectively. The delaf and the gradient strengthg @nd G, are chosen such

that G; destroys most of the water magnetization due to its rapid diffusion (Eqg. 4.4)), whejeas G
destroys only a small amount of the water magnetization. Subtraction of the two measurements |
and Il cancels intramolecular Overhauser effects whereas intermolecular interactions between
water and protein protons are retained. For the suppression of the residual water before acquisi-
tion, the second diffusion filter is combined with a WATERGATE sequence [87] (Fig. 28C).
Compared to techniques based on selective excitation, the introduction of diffusion filters reduces
the sensitivity [73]. None the less HYDRA will probably be the method of choice whenever sup-
pression of intramolecular NOEs is important. HYDRA can be used with very short ROE or NOE
mixing times. This is in contrast to some schemes using radiation damping [246], where mixing
times of less than 60 ms cause severe loss in sensitivity and/or in selectivity of the water excita-
tion. Use of very short mixing times may be necessary for studies of short lived surface hydra-
tion, since the very weak NOEs between protein protons and surface hydration water would
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Fig. 32. Schematic experimental scheme for HYDRA difference experiments with diffusion filters for the
separation of intermolecular and intramolecular interactions between protein and solvent protons. The
curved shapes on the lindindicate selective pulses at the water frequency. For the NOE or ROE mixing
duringt,, the transfer segment for NOESY or ROESY shown in Fig. 15 must be inserted. Th&|inad

G, indicate the applied magnetic field gradients; the desired spectrum corresponds to the difference
between two subsequent experiments recorded wi#n@ G,, respectively. The duration of the diffusion

filter is 20 andA is the diffusion time. The second diffusion filter immediately before acquisition is com-
bined with a WATERGATE sequence (Fig. 28C) to suppress the water resonance. The HYDRA experi-
ments with NOE or ROE mixing have a different phase cycling scheme that provide optimal subtraction of
unwanted resonances [73].

otherwise be masked by overlap with much stronger NOEs originating from spin diffusion with
interior water molecules or labile protein protons (Fig. 31).

As with any difference experiment HYDRA requires special attention to obtain no subtraction
artifacts. For this reason the water resonance in the first diffusion filter is refocused by a selective
18 pulse, so that only macromolecular resonances close to the water are preserved and most of
the protein magnetization is destroyed before the mixing time (Fig. 22D). This improves the
quality of the experiment since for example methyl resonances can no longer create subtraction
artifacts which is a common limitation in difference experiments. When working with macromol-
ecules the duration of the diffusion filter should be kept as short as possible to minimize signal
loss due to relaxation. This requires strong gradients that may interfere with the performance of
the experiment since two different gradient schemear@ G, are used which induce different
transient effects. Shaped gradients with a smooth rise and fall minimize these transient effects
and reduce the artifacts in the difference spectrum. One possibility is a modified rectangular
shape with the first quarter having a sine-squared and the last quarter a cosine-squared depend-
ence [68, 202]. In HYDRA experiments with a NOE mixing period the same amount of magneti-
zation from protein protons has relaxed aftgrfor both gradient sequences énd G,. Due to

the different strengths of f&and G, in the second diffusion filter, this would result in a non-zero
difference spectrum. Since the NOE depends only on population differences the water magneti-
zation can be flipped into the positive and negatvdirection at the start of the mixing time,

which allows subtraction of the residual difference caused by the relaxed protein magnetization.
For the experiments with a ROE mixing time there is no relaxed magnetization after the spin-
lock mixing and no compensation is necessary.

To achieve the spectral resolution needed for obtaining individual assignments of water—protein
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interactions, the basic 1D HYDRA scheme (Fig. 32) can be combined with any transfer element
(Section 4.2) to generate a higher-dimensional experiment. Fig. 33 compares ‘& 28]{
TOCSY-relayed HYDRA spectrum [73] with a 2[§LI-[I,1H]-TOCSY-reIayed NOE experiment

o0 , Ol
A ¢

A\

OpR ©

Fig. 33. Contour plots of expansions of 2D TOCSY-relayed NOE difference spectra measured with a
20 mM solution of BPTI at a temperature of 277 K. The solvent was 9G%/H)% D,O at pH 3.5. The

NOE and the TOCSY mixing times were 60 ms and 27 ms, respectively. The crosses mark the position of
the TOCSY-relayed intramolecular NOE between Cys 88Hd Cys 38H. (A) [*H,*H]-TOCSY-relayed

NOE difference spectrum using radiation damping for the selection of the water resonancé{, tBjj{
TOCSY-relayed HYDRA experiment. The intramolecular NOE Cys 38Gys 38H is suppressed and

the remaining TOCSY-relay peaks indicate intermolecular NOEs to interior water molecules or rapidly
exchanging protons of the protein.

which uses radiation damping for the water selection [250]. The diagonal in these 2D spectra
comprises peaks which originate from NOEs or chemical exchange between water and protein
protons. The TOCSY segment transfers magnetization from the diagonal peaks to scalar coupled
protons resulting in a cross peak at the samérequency as the diagonal peak. The spectra were
recorded with a solution of the protein BPTI. The positive cross peaks correspond to signals that
were previously assigned either to NOEs with the four interior water molecules in BPTI, to
exchange peaks or to NOEs with rapidly exchanging side chain hydroxyl protons of the protein
[251]. The spectral region shown does not contain negative cross peaks which would indicate
NOEs between water protons and solvent accessible protons on the protein surface. Either their
signal intensity is too small to be detected or they overlap with strong positive peaks. In Fig. 33A
the spectrum collected using radiation damping to selectively excite the water contains a TOCSY-
relayed NOE between Cys 3&and Cys 38 M (marked by a cross), because the chemical shift

of the Cys 38 K resonance coincides with that of the solvent water resonance. The HYDRA
spectrum of Fig. 33B contains exclusively interactions with water protons, as is demonstrated by
the absence of the cross peak between Cyseaﬂlbli Cys 38 A.
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5.3.3 Measurement of exchange rates using diffusion filter experiments

Observation of hydration water molecules located in the core of globular proteins by NMR spec-
troscopy showed that these ha\ké chemical shifts identical with that of the bulk water, impli-
cating exchange averaging of the shifts in the two environments [229]. The exchange rates for the
interior hydration sites is of interest since these can be directly related to the frequency of internal
motions of the protein. However measurements of fast exchange rates in the expected range of
103st to 1P sT are rather difficult. Two techniques have been proposed to determine the
exchange rates or residence times of interior water molecules. One method uses the dependence
of 1’0 and?H relaxation in water molecules on the main magnetic field and allows determination

of residence times,.gin the range from 4us to 200us [226, 252, 253]. The other method is
based on diffusion weighted NOESY experiments [202, 242] and current technology permits to
measure minimal values fay.0f 1 ms. Although the following discussion of the latter method
concentrates on the measurement of residence times of interior water molecules, the same tech-
nique can be used for the determination of fast exchange rates, for example of rapidly exchanging
hydroxyl or amide protons with the bulk water.

In a suitably designed NOESY experiment with a diffusion filter the decaying signal amplitudes
of protein resonances witiecordvia their NOEs the diffusion properties of the otherwise
unobservable interior water molecules. Therage translational diffusion constant for water
molecules transiently trapped inside macromolecules is smaller than for bulk water. This differ-
ence reflects the lifetimes of the interior water molecules. Fig. 34 shows a pulse sequence used

1

@ ¢3
S [ ]
b 00 Tm 58 A
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Fig. 34. Experimental scheme for a 21‘EH[,1H]—NOESY used to measure exchange rates based on the dif-
ferent translational diffusion of water and macromolecules. On the horizontal line labeltégudses
applied at the resonance frequency of protons are indicated and on the line G the position of PFGs is
shown. The evolution time i, T,,, the NOESY mixing period and a short delay of 1 ms or less for the
application of the very strong magnetic field gradie@ts A weak gradient is used to destroy unwanted
magnetization during,,. Immediately before acquisition two spin-lock purge pulses separated by the
durationA are applied to suppress the water resonance (Fig. 28B). The phase cycle is as {gll86),

8(=X); @2 = 2{2%, 2y, 2(=x), 2(-¥)} Pz = 8{x, (-X)}; Py = 42(X), 2(-X)}; @5 = 16(y); @5 = 2{4x, 4(-X)};

with the receiver cycle, = 2{x, 2(-x), x}, 2{—X, 2x, —x}. Quadrature detection ir is achieved by altering

the phasep, according to States-TPPI (Table 3).

for the measurement of lifetimes of interior water molecules [202]. The addition of pulsed mag-
netic field gradients, which are applied before and after the mixing tigpentroduces diffusion

rate dependent signal intensities of the NOEs between protons in water molecules and protein
protons. Self-compensating "PFG sandwiches" [68] are used instead of single gradient pulses to
reduce unwanted transient distortions. This allows much shorter recovery times than would be
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possible with a single magnetic field gradient. During the evolution timesry low amplitude

PFGs are applied which defocus and refocus the desired magnetization while preventing radia-
tion damping [90] (Fig. 22E). Another low amplitude PFG during the mixing time eliminates
coherences present after the seconfl ®Qoulse. Water suppression is achieved just prior to
acquisition by a pair of orthogonal trim pulses separated by a short A4l&g; 250] (Fig. 28B).

In addition these trim pulses select magnetization components alor@ieonly which results

in a phase sensitive spectrum [208]. For the determination of the exchange rates, a series of spec-
tra with increasing gradient strengBy is measured. The shortest exchange lifetime that can be
determined depends on the largest available gradient strength [202]. Measuring a life time of
about 1 ms requires a gradient strength of 2 T/m which is technically very demanding. The goal
to measure even shorter lifetimes can only be reached by the use of shorter and stronger gradients
with extremely brief gradient recovery times. With such an improved gradient hardware, meas-
urements of residence times of interior water molecules in the submillisecond range will become
possible.

The experimental scheme in Fig. 34 was used to measure the residence time of interior water
molecules in BPTI [202] which contains four interior water [254, 227]. A maximal lifetime of
1073 s could be established for both, the cluster of three water molecules, which is partly surface
accessible and a completely buried single water molecule. The limitod 165 set by the max-

imal available gradient strength of 1.8 T/m. The result indicates, that motions with amplitudes of
approximately 0.15 nm must occur with a frequency of at leadsIbeven in the core of a small
protein.

5.3.4 Relaxation Dispersion Experiments

In relaxation dispersion experiments average relaxation properties of nuclei in water molecules
are measured in aqueous protein solutions. The deviation of this average relaxation from relaxa-
tion in pure water samples describes the influence of hydration water molecules. The relaxation
behaviour of hydration water molecules differs from bulk water molecules due to their different
mobility which is reflected in different correlation times [225]. For a systematic investigation of
molecular motions of hydration water molecules by relaxation rate measurements, it is necessary
to investigate the frequency dependence of the relaxation over an extended resonance frequency
range. Such measurements with aqueous protein solutions were first performed almost 30 years
ago [252] and were referred to as nuclear magnetic relaxation dispersion experiments. Details on
the techniques used can be found in a review on dispersion or field cycling experiments [255]. In
contrast to NOE based experiments the results of relaxation dispersion measurements cannot
directly be assigned to individual hydration sites nor can independent information be derived on
the number and lifetimes of hydration waters.

Although nuclear spin relaxation dispersion of the nuti&i?H, and'’O in water molecules has

long been recognized to contain dynamic information on the interaction of water with proteins in
agueous solutions the interpretation of the data has been controversial. Only recently it was pro-
posed that most of thO relaxation dispersion could be due to interior water molecules [256].
For 10O the dominant relaxation process is based on quadrupolar interactions with electric field
gradients. QualitativelyH and?H show a similar relaxation dispersion curve to that & but

their relaxation is affected by hydrogen exchange. In addition the interpretati'cbhrelaxation
suffers from cross-relaxation between protein and water protons [257, 258]. The determination of
the contribution of the interior water molecules to the relaxation dispersiod ahd?H requires
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measurements at different pH/pD values, the knowledge of all pK values, all exchange rate con-
stants and for protons in addition the relevant cross relaxation rates [231, 253, 258, 259]. Often
this data is not available to the degree of completeness required for a detailed anai'lybimdf

’H relaxation dispersion data. Typically only a few interior water molecules contribute to the
relaxation dispersion and, hence, even a small number of rapidly exchanging protein deuterons or
protons can make a contribution to the dispersion comparable to that of all interior water mole-
cules.

Fig. 35 shows representative relaxation dispersion curves@fand?H in water molecules
obtained for aqueous protein solutions; relaxation rates are plotted versuherewis the Lar-

mor frequency and, the correlation time of the water molecules. The Iongitudiﬁg‘r,l, and the
transversejl'z‘l, relaxation rates show a frequency dependence for valuexoin the range

from 0.1 to 10 which correspond to resonance frequencies in the range of 1 to 100 MHz. At low
frequencies the two relaxation rates are equal if the pH of the solution is either low or high, for a
pH close to neutral there is a further dispersion at a frequency of a few kHz [255, 260] due to pro-
ton exchange between different water molecules. At high frequency the dispersion curves still
deviate from the relaxation rate of bulk water. A further dispersion is expected at even higher fre-
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Fig. 35. Typical relaxation dispersion obtained when measuring the field dependant longitudipaindl/
transverse, T, relaxation rates of’0 and?H nuclei in water molecules in an aqueous protein solution.
The relaxation rates are plotted against the product of the Larmor frequeany the rotational correla-
tion time 1. of the water molecules. The variablesandf3 describe the two plateaus reached at small and
large values otut.. The frequency independent relaxation rates of bulk water are indicated;ywiith i
being 1 or 2. The difference between the two rates at low frequency is indicated by
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guencies containing information on the interaction of water molecules with the surface of the
protein. The general functional form of the longitudinal relaxation for Larmor frequencies from
about 0.1 to 1000 MHz can be described by Eq. (5.1) [261].

UT(w) =1MT p+a +B [%J(w) + 2)(2w)] (5.1)

Ty pis the frequency independent longitudinal relaxation time of the bulk water. The parameters
o andp are illustrated in Fig. 35 and the spectral density funcfi@n) is given in Eq. (2.8). The
parametel in Fig. 35 describes the additional transverse relaxation which is due to a modulation
of the only partially averaged scalar coupling between the hydrogen atorh’@ndhis scalar
relaxation of the first kind depends on the pH and can be neglected for pH values below 4.5 and
above 9.5 [260]. The value fdf reaches a maximum around neutral pH with typically 0%fsr
protons and 25078 for 1’O. The parameters and have been attributed to the water molecules
interacting weakly and those interacting strongly with the protein [226]. In this interpretation
describes the surface hydration water molecules and theieehates to the interior water mole-
cules with a residence time longer than the rotational correlation tgnaf the molecule. The
terma describes average properties of a large number of surface water molecules and is more
difficult to analyse thai8 [226]. Thus the interpretation of relaxation dispersion measurements
focuses orfd which depends only on a few interior waters and in some cases allows the character-
ization of individual binding sites for interior water molecules. ED relaxation the dominant
contribution tof3 originates from quadrupolar relaxation. This is not the caséHand?H relax-

ation where exchange contributions may dominate. Measurements with BPTI show a strong pD
dependence of the tefd{253] for H and“H relaxation.

Eq. (5.1) has the same dependence on the spectral densities as quadrupolar relaxation [29]. The
explicit functional form of the spectral density functions in Eq. (5.1) depends on the time correla-
tion function of the fluctuations relevant for relaxation and on the shape of the protein. If rota-
tional diffusion of a spherical protein is assumed the spectral densities given in Eq. (2.8) are
obtained. In this case a simple relation between the Larmor frequency at which half the maxi-
mum relaxation dispersion is reached,;,,, and the correlation tim&. is obtained with

T. = /3wy, [252]. Only waters that exchange with a residence tigglonger than the rota-

tional correlation time of the protein (typically 5 ns or longer) feel the Brownian motion of the
macromolecule and contribute to the relaxation dispersion. On the other hand the average relaxa-
tion of the bulk water can only be enhanced by exchange into the protein interjgyig shorter

than the interior water spin relaxation time which is abows4or 1’0 and 20Qus for 2H [253].

Thus for a medium sized protein the maximal residence time measurable by relaxation dispersion
experiments is about 2% for 17O and 75us for °?H. Since?H relaxation is slower thah’O
relaxation, a comparison 8H anl’O relaxation data may reveal interior water molecules which
exchange too slowly to influence thi®© relaxation [253].

The experimental implementation of relaxation dispersion measurements is based on simple
pulse sequences. The sensitivity of experiments meas’cﬁ@lgelaxation is greatly improved by

using water enriched ih’O isotopes from natural abundance of 0.037% to a level of about 20%.
Longitudinal relaxation rates are often measured by the inversion-recovery pulse sequence (180-
1-90) and transverse relaxation rates by the spin-echo experimemt29®01/2). Both experi-

ments are measured for an array of different valuesanfd at different magnetic field strengths.

For a good representation of the relaxation dispersion curve, relaxation for valweshstween

0.05 and 20 should be measured (Fig. 35). Thus experiments for a medium size protein with a
correlation time of 10 ns require measuring at different magnetic fields where the resonance fre-
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guencies of the respective nucleus vary in the range from 0.8 to 320 MHz. In practice the accessi-
ble range is more restricted due to the small sensitivity at low frequencies and the available
magnetic field strength at high frequencies. Missing relaxation rates at high and at low resonance
frequencies limit the precision of the determination of the plateaus reached at these two extremes
(Fig. 35) and thus the precision of the parameteesd3. The relaxation dispersion of the trans-
verse relaxation time can be used to confirm that the low frequency plateau is reached in cases
whereA in Fig. 35 is zero.

Very extensive relaxation dispersion data have been collected for BPTI and a BPTI mutant lack-
ing one interior water. The measurements extended over all the three h@JéH and'H and
residence times of the four interior water molecules in native BPTI were determined to lie in the
range from 0.0Jus to 1pus for three waters and at 1Y@ for the fourth water at a temperature of
300K [262]. Comparison of the relaxation dispersion data for native BPTI and that of the mutant
showed that the most deeply buried water molecule has a residence time which is too long to
influence thel’O relaxation in the measurement conditions used [234]. The work with BPTI
demonstrated that not only the precise 3D structure with the known positions of interior water
molecules but also the use of mutants may contribute to an assignment of the different contribu-
tions to relaxation by interior water molecules at individual sites.

The two techniques using relaxation dispersion or diffusion weighted NOESY spectra [202]
(Section 5.3.3) are complementary and make NMR a powerful tool for the investigation of resi-
dence times of interior water molecules.

5.4 Artifacts in hydration studies at high magnetic fields

5.4.1 Radiation damping and demagnetizing field effects

The use of high magnetic fields and the improved sensitivity of probes increases the interference
of the magnetization of protonated solvents, for example water, with the performance of the
experiment. Usually, the magnetic field in a NMR sample is assumed to be constant during a
NMR experiment. However, variations of the longitudinal component of the solvent magnetiza-
tion during a pulse sequences may induce small changes of the magnetic field [94]. During a typ-
ical NMR experiment the magnetic field introduced by the solvent magnetization is time-
dependent, which causes a nonlinear behaviour of the system. One consequence of the changing
longitudinal solvent magnetization is alteration of the precession frequencies of all nuclei in the
sample. Two effects are associated with the water magnetization: radiation damping and the
demagnetizing field. In this section consequences of the two effects are presented using as an
example experiments applied to studies of macromolecular hydration.

Radiation damping is a well known effect in high resolution solution NMR, which rotates the sol-
vent magnetization back to the external magnetic field directiathe coupling of the magneti-

zation with the resonant circuit of the detection system [263]. This behaviour can be represented
as an induced shaped radio-frequency pulse (Fig. 36). The radiation damping field is commonly
assumed to affect signals only in a narrow frequency range close to the solvent resonance, but it
can influence signals with resonance frequencies differing by several kHz from that of the solvent
signal in spite of its small strength of 15—-30 Hz. The amplitude, phase and frequency of such
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signals can be disturbed giving rise to spectral artifacts. In particular when difference methods
are used to obtain the final spectrum, the spectral quality may suffer severely due to such arti-
facts.

The demagnetizing field in an NMR sample is caused by highly abundant species of the solvent
protons in aqueous solutions of proteins. The magnetization of the water protons at high mag-
netic fields becomes large enough to measurably influence the magnetic field in the sample. As a
conseqguence the resonance frequencies of all spins change slightly depending on the state of the
solvent magnetization. The strength of the demagnetizing field depends on the sample geometry
and vanishes completely in a spherical sample [94]. Unfortunately this is not a practical alterna-
tive to cylindrical NMR tubes and results in reduced sensitivity. The largest chemical shift differ-
ence is obtained with the solvent aligned along the positive and the negatwe and reaches

about 2 Hertz for protons at 750 MHz in a standard cylindrical sample. The terms “dipolar field”
[264] and “bulk susceptibility effect” [94] are alternatively used to denote the same effect. The
most direct influence can easily be envisaged in difference experiments in which the water mag-
netization has a different state in alternate scans which are subtracted from each other.

5.4.2 Minimizing artifacts in hydration measurements

NMR pulse sequences for hydration studies must be designed for the detection of very weak sig-
nals in the presence of very intense solvent lines. This has been achieved with the use of selective
excitation techniques, the exploitation of radiation damping, isotope filtering and differential dif-
fusion or differential relaxation properties [73, 202, 242—-248]. In many cases, the NMR experi-
ments for studies of macromolecular hydration make use of difference techniques, and are
therefore particularly prone to deterioration by artifacts originating from specific NMR properties

of the solvent, such as radiation damping and the nuclear demagnetizing field.

The pulse sequence used to demonstrate the influence of radiation damping and the demagnetiz-
ing field effect on hydration studies is shown in Fig. 36. This 2E8N[1H}-HSQC-relayed NOE
difference experiment derives from a scheme described previously [73, 95]. The first scan
labelled (1) uses radiation damping to rotate the water magnetization back to the equilibrium
direction after the 9pulse labelled b. All remaining transverse magnetization after the NOE
mixing time 1, is dephased by the gradient.Gn the second scan labelled (ll), all transverse
magnetization is dephased immediately after the@0se b by an additional gradient,@hich
prevents radiation damping. The difference spectrum obtained from these two scans contains
water—protein NOEs, exchange peaks with water, and possibly FIN-JQOEs when €H
chemical shifts are close to that of water. To prevent artifacts originating from non-steady state
conditions, the scheme starts at position a with the seque@ee%o(lH) — G, to dephase all

proton magnetization (Fig. 28F).

NOEs between surface hydration water molecules and the protein are very small making experi-
mental schemes used for such studies especially sensitive to artifacts. Thus the robustness to arti-
facts must be tested for all pulse sequences used in hydration experiments. A first test applies
solvent presaturation prior to the sequence and must result in a spectrum which contains no
NOEs between solvent protons and protein protons. A further test appropriate for the experiment
in Fig. 36 requires perfect subtraction of the signals in thl{*H}-HSQC relay step alone. Per-

fect cancellation for the relay step documents that the stability of the spectrometer is sufficient,
the magnetic field gradients used do not create artifacts, the parameters of the field-frequency
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Fig. 36. Schematic pulse sequence for a 2EN{*H}-HSQC-relayed NOE difference experiment for pro-

tein hydration studies [73, 95]. (I) and (ll) indicate alternate scans from which the difference spectra are
computed. On the line rf the vertical bars labelled a and b stand fop@flon pulses, the grey shape in
scheme (I) indicates the radio-frequency induced by the coupling of the solvent magnetization with the
receiving circuit (radiation damping), and the box outlined by a broken line labelfyd} fepresents a

15\ filter used for artifact suppression. The box before acquisition represent$MgH}-HSQC relay

step performed with sensitivity enhancement (Fig. 27B) and water flip-back [88]. The relaxatiom dslay
about 2.5 sec. On the line G, rectangles stand for gradient pulses. The duration of the gradients is typically
2 ms and they are applied with a strength of about 30 G/cm.

lock system have been set properly, and that possible small differences in the implementation of
the relay step in alternate scans (for example, in the phase of potential water flip-back pulses) do
not interfere with the proper performance [95]. These tests are necessary but not sufficient to
ensure experiments free of artifacts. A successful presaturation test is not sufficient since presatu-
ration suppresses the dipolar field and the radiation damping effects as well. In a further test a dif-
ference spectrum is measured without solvent saturation but with a very short mixing time of
only a few milliseconds. In the resulting spectrum only exchange peaks should be detectable. If
the solvent magnetization is in different "states" and therefore the demagnetizing field has differ-
ent strength during evolution periods of two data sets to be subtracted, a difference NMR spec-
trum may contain “dispersive-like” artifacts [94], which are especially pronounced for narrow
signals (Fig. 37B). Because phase cycling is a type of subtraction procedure, it alone can already
produce such artifacts [265]. The artifacts created by radiation damping can be much more dis-
turbing and are discussed in the next section.

5.4.3 Consequences of radiation damping and demagnetizing field effects

In this section the effects of radiation damping and demagnetising fields are analysed using the
pulse sequence in Fig. 36. Fig. 37 shows spectra obtained with this scheme for a globular protein
with 64 residues, a mutant form of the N-terminal domain of the 434-repressor which does not
contain any hydroxyl groups [266]. A spectrum obtained without'fizfilter (Fig. 36) contains
signals for all amide protons in the protein except one, the position of which is indicated by a
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Fig. 37. Contour plots of expanded portions of two 2EN,H}-HSQC-relayed NOE difference spectra
measured with a 5 mM solution of a uniformtyN-labelled mutant form of the N-terminal DNA-binding
domain of the 434 repressor. This mutant with 64 amino acids does not contain any hydroxyl groups. The
solvent is 90% HO/10% D,O, the pH 4.8 and the temperature 286 K. The spectrum was obtained with the
sequence in Fig. 36, using, = 68 ms. Negative peaks are drawn with dashed lines and positive peaks with
solid lines. The circles mark cross peak positions that correspond to residues with less than 5% solvent
accessibility. (A) The rectangle indicates the position of the only backbone amide signal that is missing
when compared to a'PN,*H}-HSQC spectrum recorded with the same conditions. (B) Same as (A),
except that d°N filter was inserted into the pulse sequenc’eSI‘@{} in Fig. 36). The ellipse indicates sub-
traction artifacts originating from the demagnetizing field effect.

square in Fig. 37. Such a result can hardly be expected for a globular protein with a well defined
hydrophobic core that protects part of the amide protons from contacts with the solvent. A stand-
ard control 2D spectrum recorded with weak presaturation of the water resonance before the start
of the actual pulse sequence contained no peaks. The pulse sequence in Fig. 36 uses radiation
damping to select the water resonance. In the scheme radiation damping is included in the form
of an induced shaped pulse. Radiation damping during an evolution period can be represented

by a shaped pulse which is reminiscent of a truncated hyperbolic secant [263]. Such a shaped
pulse can disturb the magnetization of spins that resonate as much as several kHz away from the
solvent signal.

A systematic investigation of the phenomenon revealed that negative peaks are obtained for all
resonances from an effect of the radiation damping field on the transverse component of the pro-
ton magnetization [95]. The negative peaks have intensities of the order of 1% of the equilibrium
magnetization of the protein protons before the start of the pulse sequence. The artifacts in the
spectrum of Fig. 37A can be eliminated by modifying the pulse sequence in such a way that there
is no transverse magnetization foiN-bound protons during the mixing timg,. This can be
achieved by addition of &N filter [143, 267], as indicated in Fig. 36 withIN}. The modified
experiment results in the spectrum shown in Fig. 37B. All cross peaks observed in the spectrum
of Fig. 37B except possibly the ones framed by an ellipse (see below) correspond to amide pro-
tons of amino acid residues that are either at the protein surface or havé ttigekhical shift

close to the water resonance. Interior amide protons (circles in Fig. 37) no longer show false
NOEs to water protons. At the position indicated by a square in Fig. 37B, there is a weak positive
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exchange peak, which was apparently cancelled in the spectrum of Fig. 37A by artifactual nega-
tive peak intensity.

The spectrum in Fig. 37B still contains “dispersive-like” peaks (framed by an ellipse) that origi-
nate from the effect of the demagnetizing field during acquisition. These peaks were masked by
other strong artifacts in Fig. 37A. These “dispersive-like” peaks can be suppressed by omitting
the water flip-back pulse in thé"IN,*H}-HSQC relay step. Since the water magnetization at the
end of the mixing period,, in the two experiments to be subtracted is either aligned along the
positive z axis (scheme (1) in Fig. 36) or dephased (scheme (Il)), the use of the water flip-back
pulse in the £5N,*H}-HSQC relay step results in slightly different magnetic fields in the sample
during acquisition. Similar “dispersive-like” patterns in th® dimension are absent due to the
averaging of the demagnetizing field effect achieved by the protofi d@&upling pulse in the
middle of the’®N evolution period, and the downscaling of the demagnetizing field effect by the
smaller gyromagnetic ratio (Eq. (2.2)).

Other sequences used for hydration studies may produce similar artifacts when implemented on
high field spectrometers. Another sequence for the detection of solvent-macromolecular NOEs
that uses selective water flip-back based on radiation damping [246] shows similar artifacts
which, however, cannot be suppressed simply witN filter [95]. Similarly an experimental
scheme based on the application of selective pulses on the water resonance [243] contains peaks
which do not show up in Fig. 37B.

In summary, many experiments designed to study hydration may suffer from artificial signals cre-
ated by magnetic fields originating from the solvent magnetization. The intensity of these signals
may be larger than the NOE peaks between hydration water molecules and protein protons. Pulse
sequences for hydration measurements are very sensitive to small details in their implementation.
Since test experiments with presaturation of the solvent signal eliminate radiation damping and
the solvent demagnetizing field along with the artifacts arising from them, more extensive test
procedures are required to ensure results which are free of artifacts. This becomes especially
important when porting a pulse sequence to a spectrometer with a higher field, where radiation
damping and demagnetizing field effects are intrinsically stronger.

In general, the test procedures for experiments designed for hydration studies should include a
cancellation test for the relay step, a difference test with presaturation of the solvent signal, and
an experiment with a very short mixing time (<5 ms). The demagnetizing field effect can be a
source of “dispersive-like” subtraction artifacts which can usually be suppressed by proper modi-
fication of the pulse sequence to avoid different strength of the demagnetizing field in successive
scans. The use of water flip-back pulses [88] seems especially attractive to increase the sensitivity
but in some cases such pulses may have to be sacrificed for the sake of data reliability. In such sit-
uations the addition of a relaxation agent to obtain a faster relaxation of the water resonance may
be a good compromise for measuring water—protein interactions [246].
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6. Conclusion and general remarks

In the past few years NMR spectroscopy has become an established technique in structural biol-
ogy and every year a large number of new structures of biological macromolecules are deter-
mined at atomic resolution using NMR [268]. In addition to structural information NMR can
deliver data which allow the characterization of dynamic properties of biological macromole-
cules. However, detailed investigations using the complete 3D structure of proteins are limited to
the molecular weight range up to 30 kDa usirig and*®N labelling and possibly up to 50 kDa

using in addition deuteration of the molecules. The intention of this presentation was to introduce
the basic techniques and conventions used in modern high resolution NMR applied to the study
of biological macromolecules in aqueous solution. For the sake of limiting the review to a realis-
tic length several topics of interest have been neglected. The discussion of the basic components
concentrated on their application in experiments required for the sequential assignment and struc-
ture determination and much less on experimental techniques used in investigations of dynamic
aspects of molecules in solution. In addition the discussion of relaxation processes concentrated
on dipole-dipole interactions which are usually the dominant relaxation processes in biological
macromolecules. With the ever higher magnetic fields strengths used, relaxation due to chemical
shift anisotropy (CSA) gains importance since it increases with the square of the magnetic field.
For example magnetization transfer through carbonyl carbons becomes less efficient at high mag-
netic fields because of the large CSA of these carbons. On the other hand CSA can be used in
transverse relaxation-attenuated (TROSY) experiments [269] at high magnetic fields to reduce
transverse relaxation by a constructive use of the interference between dipole-dipole coupling
and CSA. TROSY experiments have the potential to make possible detailed NMR studies of pro-
teins much larger than 50 kDa.

In this review the author hopes to have made clear that NMR of biological macromolecules is
extremely rich in experimental techniques which provide a flexibility of the method to adapt to
peculiarities of the system investigated. This article is intended to introduce the newcomer to the
field to technical and methodological aspects of NMR with proteins in solution from basic con-
cepts to the modern implementations and applications using hydration studies as an example. To
reach this goal, a building block approach was chosen starting with the discussion of simple ele-
ments such as rf pulses or gradients, proceeding to simple key segments and finally presenting
some combinations of key segments. Along with the discussion of these elements and basic seg-
ments experimental details were introduced which are essential for a successful application of
NMR with biological macromolecules. This outline should help the reader to find special topics
again later for further reference.
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Appendix

A.1l. The Bloch equations

In the framework of classical physics the nuclear spins in an external magnetiBfietdate a
magnetizatiorM alongB,. NMR is described classically by the precession of this magnetization
vectorM about externally applied magnetic fields. The equations of motion for the magnetization
vectorM = (M,, My, M,) under the action of the magnetic field vecBr (B,, B, B,) are known

as the Bloch equations [30] and take the following form in the rotating frame

dM,/dt = y(MyB, —M,B,) —M,/T,
dMy/dt = y(M,B, —M,B;) —M,/T, (A.1.1)
dM/dt = y(MB, —M,B,) — (M, —Mo)/Ty

The component8, andB, are the components of thiéfield B; applied perpendicular to the
axis. The residual fiel®, along thez axis depends on the frequency difference between a partic-
ular resonance and the rotation frequency of the rotating frame. The vector sBimaoid B,
results in an effective fielBgk with an amplitudé.¢ and with an angl® to thez axis

B, =By + wyly (A.1.2)
Betr = (B1% + BA)M? (A.1.3)
O = arctanB,/B,) (A.1.4)

The magnetization vectdd precesses about the effective fi@lgg in the rotating frame. With no
B, field present the transverse magnetization in the rotating frame precesses about the residual
field B, with the frequency

Q =B, = YBy-0 = W — Wy (A.1.5)

wherew, = -yB, is the Larmor frequency, the frequency which induces nuclear transitions. With
wyf = —YB, the residual magnetic field, vanishes and magnetization components with this Lar-
mor frequency remain stationary in this rotating frame unlekpualse is applied.

It is worth noting that the precession frequenay of the magnetization is negative for nuclei

with positive gyromagnetic ratios such as protons. The carrier frequgptyas to be taken neg-

ative as well to obtaif2 = 0. Setting the carrier frequency on the water resonance the precession
of proton magnetization in the rotating frame is negative (fromxtt@vards the y axis, in Fig.

Al) for resonances in the spectrum left of the carrier and positive for those right of the carrier fre-
quency [16, 31]. Thus in & spectrum of a protein with the frequency of the rotating frame set

to the water resonance frequency, magnetization of aromatic protons precesses in the direction
from thex towards the y axis and magnetization of methyl protons from thwards the ¥

axis.
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Fig. Al. Representation of the rotating frame wherezhgis coincides with the external magnetic fiigl

and which rotates with respect to the laboratory frame with the frequepayf the appliedf frequency

pulses. Vectors are shown for the effective fiBlgi which is the vector sum of the appliefifield B; and

the residual field,. B, represents the difference of the resonance frequegdyom ;. Precession of
magnetization components is governed by the corresponding angular frequency vectors with the values
Weff, W1 and ,—wys) Which are shown for a positive gyromagnetic ratio in the figure. AssuBirng be
on-resonance with the water resonance in a proton spectrum of a protein the magnetization corresponding
to methyl protons precesses from thowards they axis after a 98 pulse applied along thgaxis, mag-
netization corresponding to amide protons precesses froxtdkards the y-axis.

A.2. The product operator formalism

The product operator formalism applies only to spin systems with s})ins [28]. In addition it is
assumed that there is no relaxation and that the chemical shift difference between two scalar cou-
pled nuclei is much larger than their mutual scalar couplinign this framework the spin opera-

tors are transformed within their basis set (Table 2) by the three operators representing chemical
shift, scalar coupling and pulses. The transformation of the spin operators during the course of

a pulse sequence can be described by simple rules which are summarized in the following for the
cartesian and the shift operator basis. The transformation under the individual operators is indi-
cated by an arrow (--->).

Transformation under the chemical shift operadam §):

Iy -=-> 1y cosEat) + I, sin(wr) R
ly ---> 1y cosr) — Iy sinr) |7 > " (A.2.1)
|, --->1, 2> 1,
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Transformation under the scalar spin-spin coupling operatori(s,):

ly -->Iccosqk) + 21, sin(ut) 1T --->1" cosqur) - 2il" S, sin(UT)

ly  --->Iycosur) —2,S, sin(Jr) |- --->17 cosqur) + 2il™ S, sin(u)

I, >l l, >,

21,8, ---> 2, S, cosfur) + Iy sinut)  217S,---> 2™ S, cosqur) - il* sin(t)  (A.2.2)
21yS, ---> 2, S, cosur) — Iy sin(ut)  2I”S, ---> 21”5, cosur) + il sin(rr)

21.S ---> 2.,S, 217S > 27 S*
21,5 > 2,8 2IS" ---> 217SF
21,8, > 2.8, 21,S, > 2.5,

Transformation of the cartesian spin operators under the operatorfipuése with angl€3 and
phasep (Bl ):

Iy ---> ., sinB sing + I, (co sirPe + cosy) + |, siré(B/2) sin2p
I ---> |, sinB cogp+ I, (o cosp + smzq))+| sir?(B/2) sin2p (A.2.3)
I --> |, cof + 1y swﬁsm(p—l sinB cosp

Transformation of the shift spin operators under the operatorifiopalse with anglgd and phase

@ Bly:

I > 17 sird(R/2) 29 + | cos’-(B/Z) +il,sin(B) e"p
I~ ---> |~ co(B/2) +17 sir(B/2) e'2?— il sin(@) ™ (A.2.4)
|, ---> =il sin(@) €92 + iI* sin@) €92 +1,cosp)

For the most frequently uset pulses with flip angle 9Dand 188 and withrf phases which are
multiplesn of /2 (9¢°) the transformation rules become much simpler and can be written in a
compact form. For 180pulses the following rules are obtained

I > (1)1 I > (1)1 2
ly ---> (-1)”1( | |~ > (1) I* (A.2.5)

and for 90 pulses

|y ---> —1,sin(TV2) +1, cof(Nv2) 17 > (<1 17/ 2 +1* / 2 +i™L ]
| > coshrr/2)+l sm2(nrr/2) = —->17/2+ (101" / 2+(4)“+i| (A.2.6)
I ---> Iy sin(2) I, cos(n‘dZ) R ) e B e ) Ly Ly )

Operators transform individually under the rules formulated in Egs. A.2.1-A.2.6 even in products
of operators, except for anti-phase terms (Table 2) which have to be treated as an unit using Eq.
A.2.2. However, these terms can be treated consecutively when different couplings to the same
spin exist.

Even though calculations with the product operator formalism are in principle easy, quite a large

number of terms may have to be treated when describing a pulse sequence making computer pro-
grams performing the calculations very attractive [36, 37].
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